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Abstract. This work considers eigenvalue problems that are nonlinear in the eigenvalue parameter. Given such a nonlinear eigenvalue problem \( T \), we are concerned with finding the minimal backward error such that \( T \) has a set of prescribed eigenvalues with prescribed algebraic multiplicities. We consider backward errors that only allow constant perturbations, which do not depend on the eigenvalue parameter. While the usual resolvent norm addresses this question for a single eigenvalue of multiplicity one, the general setting involving several eigenvalues is significantly more difficult. Under mild assumptions, we derive a singular value optimization characterization for the minimal perturbation that addresses the general case.
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1. Introduction. Let \( T : \Omega \rightarrow \mathbb{C}^{n \times n} \) be an analytic matrix-valued function on some domain \( \Omega \subset \mathbb{C} \). Then \( \lambda \in \mathbb{C} \) is called an eigenvalue of \( T \) if there is a nonzero vector \( v \in \mathbb{C}^n \) such that

\[
T(\lambda)v = 0. \tag{1.1}
\]

A number of numerical algorithms have been proposed for solving such nonlinear eigenvalue problems, see [26, 32] for overviews. In these algorithms, it is important to be able to quantify whether the accuracy of the current eigenvalue approximation \( \mu \in \Omega \) is satisfactory. Let us first suppose that also an eigenvector approximation \( \tilde{v} \in \mathbb{C}^n \), normalized such that \( \|\tilde{v}\|_2 = 1 \), is at hand. Then the norm of the residual,

\[
\|T(\mu)\tilde{v}\|_2, \tag{1.2}
\]

is the most common way for quantifying the accuracy of \( \mu \) and \( \tilde{v} \) together. In the absence of eigenvector information or for testing the backward error of the eigenvalue approximation \( \mu \) alone, one is free to choose a normalized vector \( \tilde{v} \) such that (1.2) is minimized. This leads to

\[
\sigma_{\min}(T(\mu)) = \|T(\mu)^{-1}\|_2^{-1}, \tag{1.3}
\]

where \( \sigma_{\min} \) denotes the smallest singular value of a matrix. For a linear eigenvalue problem \( T(\lambda) = \lambda I - A \), the quantity (1.3) corresponds to the well established notion of pseudospectra [31]. Different extensions of pseudospectra to the nonlinear case have been proposed in [8, 28, 30, 33].

In applications, one is often interested in approximating more than one eigenvalue. This gives rise to the task of quantifying how well a list of \( s \) (not necessarily distinct)}
scalars $\lambda_1, \ldots, \lambda_s \in \Omega$ approximates eigenvalues of $T$. Of course, one could apply (1.3) to each eigenvalue approximation individually, but this bears the danger of failing to detect spurious eigenvalue approximations. More specifically, consider the case of two eigenvalue approximations $\lambda_1, \lambda_2$, both with small backward errors based on the quantity (1.3), but $\lambda_1$ and $\lambda_2$ actually approximate the same (simple) eigenvalue. Then $\lambda_1, \lambda_2$ taken together may be a poor approximation to two eigenvalues of $T$. In this paper, we propose and analyze an approach that is robust to this phenomenon. As explained in Section 6, the use of this approach goes beyond verifying the backward errors of eigenvalue approximations. For example, it can be used to determine the distance to a nearest nonlinear eigenvalue problem with a multiple eigenvalue.

Based on the well-known characterization of $\sigma_{\min}(T(\mu))$ as the minimal $\|\Delta\|_2$ among all $\Delta \in \mathbb{C}^{n \times n}$ such that $T(\mu) + \Delta$ is singular, we propose the distance

$$
\tau_r(S) := \min \left\{ \|\Delta\|_2 \mid \sum_{j=1}^s m_j(T + \Delta) \geq r \right\},
$$

(1.4)

where $S := \{\lambda_1, \ldots, \lambda_s\} \subset \Omega$, $r$ is a specified positive integer, and $m_j(T + \Delta)$ denotes the algebraic multiplicity of $\lambda_j$ as an eigenvalue of $T(\lambda) + \Delta$. With the definition above, we require that $r$ eigenvalues of $T(\lambda)$, counting their algebraic multiplicities, belong to $S$, but it is possible that $m_j(T + \Delta) = 0$ for some $j$, thus $\lambda_j \in S$ may possibly not be an eigenvalue of $T(\lambda)$. Note that the algebraic multiplicity of $\lambda_j$ is defined as the multiplicity of $\lambda_j$ as a root of the scalar function $\det(T(\lambda))$. Specifically, when $S = \{\mu\}$ and $r = 1$, this distance has the singular value characterization (1.3).

The distance (1.4) extends our previous definitions for (generalized) linear and polynomial eigenvalue problems [23, 19] to the nonlinear case. In these earlier works, we derived a singular value optimization characterization for $\tau_r(S)$, which can be numerically solved using global optimization techniques, at least when $r$ is small [21]. The main contribution of this work is to show that such a characterization also holds for the nonlinear case. A notable feature of our derivation is that it does not make use of linearization techniques, but works directly with the original nonlinear eigenvalue problems, based on the technique of so-called invariant pairs [22].

The rest of this paper is organized as follows. In Section 2, we first analyze the nullspace of a linear, Sylvester-like operator associated with an analytic matrix-valued function $T$. This result then yields a rank characterization for $T$ to have sufficiently many eigenvalues belonging to $S$. Subsequently, in Section 3, we turn this rank characterization into a singular value characterization, which leads to our main result summarized in Section 4. As this result involves the matricization of the Sylvester-like operator, it may be hard to interpret at first. In Section 5, we therefore show how our result can be brought into more intuitive form, in terms of the divided differences of $T$. Finally, in Section 6, we illustrate the findings of this paper for two numerical examples. The first example is a small-scale nonlinear eigenvalue problem for which we prescribe a multiple eigenvalue, while the second example is a large-scale problem for which we prescribe two distinct eigenvalues.

2. A rank characterization for eigenvalues of $T$. For the rest of this paper, we assume that $T : \Omega \to \mathbb{C}^{n \times n}$ is regular, that is, its determinant $z \mapsto \det(T(z))$ does not vanish identically on $\Omega$. Following the developments in [23, 19], we will approach
the distance (1.4) by first characterizing the inequality
\[ \sum_{j=1}^{s} m_j(T) \geq r \] (2.1)
in terms of the rank of a certain linear operator.

2.1. A linear operator for nonlinear eigenvalue problems. The natural extension of the usual Sylvester operator to the nonlinear setting is most easily defined if we suppose that \( T \) takes the form
\[ T(\lambda) = f_1(\lambda)A_1 + f_2(\lambda)A_2 + \cdots + f_K(\lambda)A_K, \] (2.2)
for analytic functions \( f_k : \Omega \to \mathbb{C} \) and matrices \( A_k \in \mathbb{C}^{n \times n} \), \( k = 1, \ldots, K \). Of course, this is always possible by decomposing \( T(\lambda) \) into \( n^2 \) terms \( [T(\lambda)]_{ij}e_i e_j^T \), but in many applications \( T \) is already given in the form (2.2). For a fixed matrix \( C \in \mathbb{C}^{r \times r} \) with all eigenvalues contained in \( \Omega \), we define
\[ T_C : \mathbb{C}^{n \times r} \to \mathbb{C}^{n \times r}, \quad X \mapsto T_C(X) := \sum_{k=1}^{K} A_k X f_k(C), \] (2.3)
where \( f_k(C) \) is a matrix function in the sense of [18]. Equivalently [6, 7], \( T_C \) can be defined by the relation
\[ T_C(X) = \frac{1}{2\pi i} \int_{\gamma} T(z)X(zI - C)^{-1} \, dz, \] (2.4)
where \( \gamma \) is a contour (i.e., a simply closed curve) in \( \Omega \) enclosing the eigenvalues of \( C \) in its interior. The linear operator \( T_C \) is closely associated with the notion of invariant pairs for nonlinear eigenvalue problems [22]. In particular, the nullspace of \( T_C \) is trivial if and only if \( C \) and \( T \) have no eigenvalue in common. To arrive at a rank characterization for (2.1), we need to characterize the nullspace of \( T_C \) when \( C \) and \( T \) do have eigenvalues in common.

First of all, because of \( T_C(X) = T_{S^{-1}CS}(XS)S^{-1} \), we may assume without loss of generality that \( C \) is in Jordan canonical form:
\[ C = \text{diag}(J_{\mu_1,r_1}, \ldots, J_{\mu_q,r_q}), \]
where \( J_{\mu,r} \) denotes the Jordan block of size \( r \) with eigenvalue \( \mu \), i.e. \( J_{\mu,r} = \mu I + N_r \)
with
\[
N_r = \begin{bmatrix} 0 & 1 & & \cdots & \\ & \ddots & \ddots & & \\ & & \ddots & 1 \\ & & & 0 \\ \end{bmatrix} \in \mathbb{C}^{r \times r}.
\]
For a single Jordan block \( J_{\mu,r} \) we will abbreviate \( T_{J_{\mu,r}} \) by \( T_{\mu,r} \). Partitioning \( X = [X_1, \ldots, X_q] \) with \( X_i \in \mathbb{C}^{n \times r_i} \), it follows from
\[ T_C(X) = [T_{\mu_1,r_1}(X_1), \ldots, T_{\mu_q,r_q}(X_q)] \]
that
\[ \dim \ker T_C = \sum_{i=1}^{q} \dim \ker T_{\mu_i,r_i}, \] (2.5)
Hence, we can restrict our discussion to linear operators of the type \( T_{\mu,r} \).
2.2. Root polynomials. It is well known [17, 27, 5] that the equation \( T_{\mu,r}(X) = 0 \) is closely connected to the concept of root polynomials.

A vector polynomial

\[
\phi(z) = \sum_{k=0}^{r} x_k (z - \mu)^k, \quad x_k \in \mathbb{C}^n
\]

is called a root polynomial belonging to the eigenvalue \( \mu \) of \( T \) if \( \phi(\mu) \neq 0 \) and \( T(\mu)\phi(\mu) = 0 \). Since \( z \mapsto \det(T(z)) \) does not vanish identically the same holds for the function \( z \mapsto T(z)\phi(z) \). Thus, there exists a maximal integer \( \kappa \geq 1 \), called the order of \( \phi \), such that

\[
T(z)\phi(z) = (z - \mu)^\kappa \psi(z)
\]

for some analytic vector function \( \psi \) defined in a neighborhood of \( \mu \) and satisfying \( \psi(\mu) \neq 0 \). In terms of the derivatives of \( T(z)\phi(z) \), we have

\[
\kappa = \max\{k \mid (T\phi)^{(j)}(\mu) = 0 \text{ for } j = 0, \ldots, k - 1\}.
\]

Recall that the multiplicity \( m(\mu) \) of the eigenvalue \( \mu \) is defined as the multiplicity of \( \mu \) as a root of \( \det(T(z)) \). In contrast, the multiplicity of an eigenvector \( x_0 \) is the maximal possible order of any root polynomial \( \phi(z) \) with \( \phi(\mu) = x_0 \).

The following theorem characterizes a particular set of root polynomials.

**Theorem 2.1** ([16, 27]). Let \( \mu \) be an eigenvalue of the regular analytic matrix-valued function \( T \). Then there exist root polynomials

\[
\phi_i(z) = \sum_{k=0}^{\kappa_i - 1} x_{ik}(z - \mu)^k, \quad i = 1, \ldots, s
\]

(2.6)

to the eigenvalue \( \mu \) with orders \( \kappa_1 \geq \ldots \geq \kappa_s \) such that the vectors \( x_{i0} = \phi_i(\mu), i = 1, \ldots, s \) form a basis of \( \ker T(\mu) \) and \( \sum_{i=1}^{s} \kappa_i = m(\mu) \). A set of root polynomials \( \phi_i \) having the properties described in Theorem 2.1 is called a canonical system of root polynomials. The orders \( \kappa_i \) in such a canonical system are unique [27] and are called the partial multiplicities of the eigenvalue \( \mu \). Note that the degree of \( \phi_i \) cannot be larger than \( \kappa_i - 1 \), but it can be smaller. Moreover, for each \( i = 1, \ldots, s \) it holds [20, Pg. 20] that \( x_{i0} \) attains the maximal possible multiplicity among all eigenvectors not expressible in terms of linear combinations of \( x_{10}, \ldots, x_{i-1,0} \). This immediately yields the following result.

**Lemma 2.2.** Let \( \mu \) be an eigenvalue of \( T \) and let \( \phi_1, \ldots, \phi_s \) be a canonical system of root polynomials having orders \( \kappa_1 \geq \ldots \geq \kappa_s \). Given any other root polynomial \( \tilde{\phi} \) having order \( \tilde{\kappa} \), it follows that \( \tilde{\phi}(\mu) \) is a linear combination of all \( \phi_i(\mu) \) satisfying \( \kappa_i \geq \tilde{\kappa} \).

**Proof.** Let \( i \) be the smallest integer such that \( \kappa_i < \tilde{\kappa} \). Let us suppose that the statement of the lemma does not hold. Then there is a root polynomial \( \tilde{\phi} \) of order \( \tilde{\kappa} \) such that \( \tilde{\phi}(\mu) \) cannot be expressed in terms of a linear combination of \( \phi_1(\mu), \ldots, \phi_{i-1}(\mu) \). This, however, violates the maximality of \( \phi_i(\mu) \) mentioned above. \( \square \)

The following lemma provides the connection between root polynomials and the nullspace of \( T_{\mu,r} \).
Lemma 2.3. Let \( \mu \in \Omega \), \( q \in \{0, \ldots, r-1\} \) and \( X = \left[0, \ldots, 0, x_0, \ldots, x_{r-q-1}\right] \in \mathbb{C}^{n \times r} \) with \( x_0 \neq 0 \). Furthermore, let
\[
\phi_X(z) := \sum_{k=0}^{r-q-1} x_k (z - \mu)^k.
\]
Then
\[
T_{\mu,r}(X) = \left[0, \ldots, 0, y_0, \ldots, y_{r-q-1}\right], \text{ where } y_k = \frac{1}{k!} (T\phi_X)^{(k)}(\mu).
\]
Thus, \( X \in \ker T_{\mu,r} \) if and only if \( \phi_X \) is a root polynomial of order at least \( r-q \) for the eigenvalue \( \mu \) of \( T \).

Proof. Let \( e_j \) denote the \( j \)th unit vector of length \( r \). Then for \( 0 \leq k \leq r-q-1 \) it holds that
\[
T_{\mu,r}(X)e_{q+1+k} = \frac{1}{2\pi i} \int_C T(z)X((z - \mu)I_r - N_r)^{-1} e_{q+1+k} \, dz
\]
\[
= \frac{1}{2\pi i} \int_C T(z)X \sum_{i=0}^{q+k} \frac{1}{(z - \mu)^{i+1}} e_{q+1+k-i} \, dz
\]
\[
= \frac{1}{2\pi i} \sum_{i=0}^{k} \int_C (z - \mu)^{i+1} T(z)x_{k-i} \, dz
\]
\[
= \sum_{i=0}^{k} \frac{1}{i!} T^{(i)}(\mu)x_{k-i} = \sum_{i=0}^{k} \frac{1}{i!(k-i)!} T^{(i)}(\mu)\phi_X^{(k-i)}(\mu)
\]
\[
= \frac{1}{k!} (T\phi_X)^{(k)}(\mu).
\]
Analogously one shows \( T_{\mu,r}(X)e_j = 0 \) for \( j \leq q \). This completes the proof of (2.8). \( \square \)

As an immediate consequence of Lemma 2.3, we recover the fact that \( \ker T_{\mu,r} = \{0\} \) if and only if \( \mu \in \Omega \) is not an eigenvalue of \( T \).

For our further developments, observe that the multiplication of \( N_r \) with \( X \in \mathbb{C}^{n \times r} \) affects a right shift of the columns of \( X \), i.e. \( XN_r = S(X) \) with
\[
S([x_0, x_1, \ldots, x_{r-1}]) := [0, x_0, \ldots, x_{r-2}].
\]
From the relation \( N_rJ_{\mu,r} = J_{\mu,r}N_r \), it follows that \( T_{\mu,r}(S(X)) = S(T_{\mu,r}(X)) \). Hence, the operator \( S \) commutes with \( T_{\mu,r} \). This yields that \( \ker T_{\mu,r} \) is \( S \)-invariant:
\[
X \in \ker T_{\mu,r} \Rightarrow S(X) \in \ker T_{\mu,r}.
\]

The following theorem states that a basis of the nullspace can be constructed from a canonical system of root polynomials. An alternative derivation of this result can be found in [14, Sec. 3.4].

Theorem 2.4. Suppose that \( \mu \) is an eigenvalue of \( T \) with partial multiplicities \( \kappa_1 \geq \ldots \geq \kappa_s \geq 1 \). Let \( \phi_1, \ldots, \phi_s \) be a canonical system of root polynomials, as in (2.6), with coefficients \( x_{ik} \in \mathbb{C}^n \). For \( i = 1, \ldots, s \) let
\[
X_i = \begin{cases} 
\left[x_0, \ldots, x_{i-1}\right] & \text{if } r \leq \kappa_i \\
\left[0, \ldots, 0, x_0, \ldots, x_{i,\kappa_i-1}\right] & \text{if } r > \kappa_i \\
& \text{zeros}
\end{cases}
\]
Then the matrices

\[ S^j(X_i), \quad i = 1, \ldots, s, \quad j = 0, \ldots, \min\{\kappa_i, r\} - 1 \quad (2.10) \]

form a basis of \( \ker T_{\mu,r} \). In particular,

\[ \dim \ker T_{\mu,r} = \sum_{i=1}^{s} \min\{\kappa_i, r\}. \]

Proof. By Lemma 2.3 and (2.9), all matrices defined in (2.10) are contained in \( \ker T_{\mu,r} \). Since the polynomials \( \phi_i \) form a canonical system, the vectors \( x_i, i = 1, \ldots s, \) are linearly independent. This immediately implies that the matrices \( S^j(X_i) \) defined in (2.10) form a linearly independent set.

It remains to show that any \( X \in \ker T_{\mu,r} \) can be expressed as a linear combination of the matrices \( S^j(X_i) \). Assuming that \( X \neq 0 \), let us partition

\[ X = [0, \ldots, 0, x_0, \ldots, x_{r-q-1}] \in \mathbb{C}^{n \times r} \]

with \( x_0 \neq 0 \). Then, according to Lemma 2.3, the vector polynomial \( \phi_X \) defined in (2.7) is a root polynomial of order at least \( r - q \). By Lemma 2.2, this implies that \( x_0 \) can be expressed as a linear combination

\[ x_0 = \sum_{i=1}^{t} \alpha_i x_{i0} \quad (2.11) \]

where \( t \) is the largest integer such that \( \kappa_i \geq r - q \). Based on these scalars \( \alpha_i \), let us now define

\[ \tilde{X} := X - \sum_{i=1}^{t} \alpha_i S^{q_i}(X_i), \quad \text{with} \quad q_i = \begin{cases} q & \text{if } r \leq \kappa_i \\ q - (r - \kappa_i) & \text{otherwise.} \end{cases} \]

Then (2.11) implies that the \((q+1)\)th column of \( \tilde{X} \) becomes zero:

\[ \tilde{X} = [0, \ldots, 0, \tilde{x}_0, \ldots, \tilde{x}_{r-q-2}] \]

We can repeat this process to successively annihilate columns \( q + 2, q + 3, \ldots, r \). Eventually, this shows that \( X \) is a linear combination of the matrices \( S^j(X_i) \).

2.3. A rank characterization for \( \sum_{j=1}^{s} m_j(T) \geq r \). According to the discussion in Section 2.1, Theorem 2.4 implies the following characterization of the nullspace dimension of \( T_C \).

Corollary 2.5. Let \( T : \Omega \rightarrow \mathbb{C}^{n \times n} \) be a regular analytic matrix-valued function and let \( C \in \mathbb{C}^{r \times r} \) have the Jordan decomposition \( C = S \text{diag}(J_{\mu_1, r_1}, \ldots, J_{\mu_q, r_q}) S^{-1} \). Suppose that all eigenvalues \( \mu_j \) of \( C \) are contained in \( \Omega \) and hence the linear operator \( T_C \) in (2.4) is well defined. Let \( \mathcal{J} \) be the set of \( j \) such that \( \mu_j \) is an eigenvalue of \( T \). For \( j \in \mathcal{J} \) let \( \kappa_{i,j} \geq \ldots \geq \kappa_{s_j,j} \geq 1 \) be the partial multiplicities of \( \mu_j \) as an eigenvalue of \( T \). Then

\[ \dim \ker T_C = \sum_{j \in \mathcal{J}} \sum_{i=1}^{s_j} \min\{\kappa_{i,j}, r_j\} \quad (2.12) \]
In what follows, we will choose $C$ to be an upper triangular matrix of the form

$$C(\mu, \Gamma) := \begin{bmatrix} \mu_1 & \gamma_{12} & \cdots & \gamma_{1r} \\ 0 & \mu_2 & \cdots & \vdots \\ \vdots & \ddots & \ddots & \gamma_{r-1,r} \\ 0 & \cdots & 0 & \mu_r \end{bmatrix},$$

where $\mu := [\mu_1 \ldots \mu_r] \in \mathbb{C}^r$, $\Gamma := [\gamma_{12} \ldots \gamma_{r-1,r}]^T \in \mathbb{C}^{r(r-1)/2}$. We let the set $\mathcal{G}(\mu)$ contain all values of $\Gamma$ for which each eigenvalue of $C(\mu, \Gamma)$ has geometric multiplicity one. The set $\mathcal{G}(\mu)$ is dense in $\mathbb{C}^{r(r-1)/2}$; see [12].

After these preparations, we are ready to present our main result, a dimensionality characterization for the eigenvalue multiplicities of $T$. Below, $S^r$ denotes the set of $r$-tuples with elements in $S$.

**Theorem 2.6.** Let $T : \Omega \to \mathbb{C}^{n \times n}$ be an analytic matrix-valued function. Then the following two conditions are equivalent:

(i) $\sum_{j=1}^r m_j(T) \geq r$.

(ii) There exists $\mu \in S^r$ such that

$$\dim \left\{ X \mid T_{C(\mu, \Gamma)}(X) = 0 \right\} \geq r \quad (2.13)$$

for all $\Gamma \in \mathcal{G}(\mu)$.

**Proof.** The result follows directly from Corollary 2.5, by letting $\mu$ contain at most $m_j(T)$ copies of each eigenvalue $\lambda_j$. $\Box$

Using basic properties of the Kronecker product, the $nr \times nr$ matrix representation $K(\mu, \Gamma)$ of the linear operator $T_{C(\mu, \Gamma)}$ can be easily derived from (2.4):

$$K(\mu, \Gamma, T) = \frac{1}{2\pi i} \int_{\mathcal{C}} (zI - C(\mu, \Gamma))^{-T} \otimes T(z) \, dz. \quad (2.14)$$

Equivalently, the decomposition (2.2) of $T$ and the definition (2.3) of $T_{C}$ give

$$K(\mu, \Gamma, T) = \sum_{k=1}^K f_k (C(\mu, \Gamma))^T \otimes A_k. \quad (2.15)$$

Using this matrix representation, (2.13) becomes equivalent to the rank condition

$$\text{rank } K(\mu, \Gamma, T) \leq n \cdot r - r. \quad (2.15)$$

**3. Derivation of the Singular Value Characterization.** Coming back to our proposed distance $\tau_r(S)$ defined in (1.4), the rank characterization (2.15) derived in the previous section yields

$$\tau_r(S) = \inf \{ ||\Delta||_2 \mid \exists \mu \in S^r \text{ such that rank } (K(\mu, \Gamma, T + \Delta)) \leq n \cdot r - r \text{ for } \Gamma \in \mathcal{G}(\mu) \},$$

$$= \inf_{\mu \in S^r} \mathcal{P}_r(\mu),$$

where $\tilde{T} := T + \Delta$ denotes the analytic matrix-valued function $\tilde{T}(\lambda) = T(\lambda) + \Delta$, and

$$\mathcal{P}_r(\mu) := \inf \{ ||\Delta||_2 \mid \text{rank } (K(\mu, \Gamma, T + \Delta)) \leq n \cdot r - r \} \quad (3.1)$$
for any $\Gamma \in G(\mu)$. This section is concerned with the derivation of a singular value optimization characterization for $P_r(\mu)$.

We immediately obtain the lower bound
\[
P_r(\mu) \geq \sigma_{-r}(K(\mu, \Gamma, T))
\]
from the Eckart-Young theorem, where $\sigma_{-r}(\cdot)$ denotes the $r$th smallest singular value of a matrix. Indeed, since the above inequality holds for any $\Gamma \in G(\mu)$, and due to the continuity of the singular value $\sigma_{-r}(\cdot)$ with respect to $\Gamma$, we deduce
\[
P_r(\mu) \geq \sup_{\Gamma} \sigma_{-r}(K(\mu, \Gamma, T)) =: \kappa_r(\mu).
\] (3.2)

As in the derivations for the specialized cases [23, 19], which led us to consider this more general setting, we prove $P_r(\mu) = \kappa_r(\mu)$, under mild multiplicity and linear independence assumptions, by constructing a perturbation $\Delta_*$ such that

(i) $\|\Delta_*\|_2 = \kappa_r(\mu)$, and

(ii) $\text{rank}(K(\mu, \Gamma, T + \Delta_*)) \leq n \cdot r - r$ for some $\Gamma \in G(\mu)$.

As discussed in [19], the supremum in (3.2) is always attained at some $\Gamma_*$, as long as $r \leq n$ and for generic values of $\mu$. More precisely, we require the vector $\mu \in \mathbb{C}^r$ to satisfy the condition that the matrix
\[
T[\mu_k, \mu_l] := \begin{cases} 
(T(\mu_l) - T(\mu_k))/(\mu_l - \mu_k) & \mu_l \neq \mu_k \\
T'(\mu_l) & \mu_l = \mu_k
\end{cases}
\]
is invertible for all $k \neq l$. The proof for the existence of $\Gamma_*$ can be found in [19, Appendix A]. Although this proof targets matrix polynomials $P(\lambda)$; it makes no use of particular properties of polynomials and directly carries over to an analytic matrix-valued function $T(\lambda)$ represented in the form (2.2).

Let $\Gamma_*$ be such that
\[
\kappa_r(\mu) = \sigma_{-r}(K(\mu, \Gamma_*, T))
\]
and let $U, V \in \mathbb{C}^{nr}$ be the associated left, right singular vectors satisfying
\[
K(\mu, \Gamma_*, T)V = \kappa_r(\mu) U \quad \text{and} \quad U^* K(\mu, \Gamma_*, T) = \kappa_r(\mu) V^*.
\] (3.3)

Let us consider the perturbation defined by
\[
\Delta_* := -\kappa_r(\mu)U\nu^+,
\] (3.4)
where $U, \nu \in \mathbb{C}^{n \times r}$ are such that $\text{vec}(U) = U$, $\text{vec}(\nu) = V$, and $\nu^+$ denotes the Moore-Penrose pseudoinverse of $\nu$. We claim that $\Delta_*$ satisfies both of the properties (i) and (ii) under the following mild assumptions.

DEFINITION 3.1 (multiplicity assumption). The multiplicity of the singular value $\sigma_{-r}(K(\mu, \Gamma_*, T))$ is one.

DEFINITION 3.2 (linear independence assumption). There exists a right singular vector $V$ associated with the singular value $\sigma_{-r}(K(\mu, \Gamma_*, T))$ such that the $n \times r$ matrix $V$ with $\text{vec}(V) = V$ has full column rank.

The subsequent two subsections are devoted to the proofs of the properties (i) and (ii) for the perturbation $\Delta_*$ defined by (3.4). To simplify the derivation, we make two additional assumptions initially. First, $\mu$ is supposed to be comprised of distinct elements. In this case all eigenvalues of $C(\mu, \Gamma)$ are simple, and hence $G(\mu) = \mathbb{C}^{r(r-1)/2}$. Second, we assume that $T[\mu_k, \mu_l]$ has full rank for all $k \neq l$. Eventually, these two additional assumptions will be dropped.
3.1. Property (i) – Norm of $\Delta_*$. In this section, we show $\|\Delta_*\|_2 = \kappa_r(\mu) = \sigma_{-r}(\mathcal{K}(\mu, \Gamma_*, T))$, which amounts to verifying $\|UV\|_2 = 1$. As noted in [25, 23, 19], the latter property follows from the relation $U^*U = V^*V$, which we will establish under the multiplicity assumption.

Let us consider the function

$$\sigma(\Gamma) := \sigma_{-r}(\mathcal{K}(\mu, \Gamma, T)) \quad \text{where} \quad \mathcal{K}(\mu, \Gamma, T) := \frac{1}{2\pi i} \int_C (zI - C(\mu, \Gamma))^{-T} \otimes T(z) \, dz.$$  

By differentiating the relation $I = (zI - C(\mu, \Gamma))R(z, \Gamma)$ one obtains the following identities for the partial derivatives of the resolvent $R(z, \Gamma) = (zI - C(\mu, \Gamma))^{-1}$ with respect to the real and the imaginary parts of the components $\gamma_{ik}$ of $\gamma$:

$$\frac{\partial R}{\partial \Re \gamma_{ik}}(z, \Gamma) = -R(z, \Gamma) \frac{\partial C}{\partial \Re \gamma_{ik}}(z, \Gamma) R(z, \Gamma) = -R(z, \Gamma) e_i e_k^T R(z, \Gamma),$$

$$\frac{\partial R}{\partial \Im \gamma_{ik}}(z, \Gamma) = -R(z, \Gamma) \frac{\partial C}{\partial \Im \gamma_{ik}}(z, \Gamma) R(z, \Gamma) = -i R(z, \Gamma) e_i e_k^T R(z, \Gamma),$$

where $1 \leq i < k \leq r$. It follows that

$$\frac{\partial K}{\partial \Re \gamma_{ik}}(\mu, \Gamma, T) = -\frac{1}{2\pi i} \int_C \left[ R(z, \Gamma) e_i e_k^T R(z, \Gamma) \right]^T \otimes T(z) \, dz,$$

$$\frac{\partial K}{\partial \Im \gamma_{ik}}(\mu, \Gamma, T) = -\frac{1}{2\pi i} \int_C \left[ R(z, \Gamma) e_i e_k^T R(z, \Gamma) \right]^T \otimes T(z) \, dz,$$

for $1 \leq i < k \leq r$.

Let

$$G := \frac{1}{2\pi i} \int_C R(z, \Gamma_*) U^* T(z) V R(z, \gamma_*) \, dz.$$  \hspace{1cm} (3.5)

From the assumption that the singular value $\sigma(\Gamma_*)$ is simple it follows that the function $\gamma \mapsto \sigma(\Gamma)$ is analytic [10] at $\Gamma_*$, and

$$0 = \frac{\partial \sigma}{\partial \Re \gamma_{ik}}(\Gamma_*) = \Re \left( U^* \frac{\partial K}{\partial \Re \gamma_{ik}}(\mu, \Gamma_*, T) V \right) = \Re \left( \text{vec}(U)^* \frac{\partial K}{\partial \Re \gamma_{ik}}(\mu, \Gamma_*, T) \text{vec}(V) \right)$$

$$= -\Re \left( \text{vec}(U)^* \text{vec} \left( \frac{1}{2\pi i} \int_C T(z) V R(z, \gamma_*) e_i e_k^T R(z, \Gamma_*) \, dz \right) \right)$$

$$= -\Re \left( \text{tr} \left( \frac{1}{2\pi i} \int_C U^* T(z) V R(z, \Gamma_*) e_i e_k^T R(z, \Gamma_*) \, dz \right) \right)$$

$$= -\Re \left( e_k^T G e_i \right) \quad \text{for} \quad 1 \leq i < k \leq r,$$

where the last equality follows from the trace identity $\text{tr}(XY) = \text{tr}(YZ)$. Analogously we have

$$0 = \frac{\partial \sigma}{\partial \Im \gamma_{ik}}(\Gamma_*) = \Re (-i e_k^T G e_i) = 3 \Re (e_k^T G e_i) \quad \text{for} \quad 1 \leq k < i \leq r.$$

Thus, $G$ is upper triangular. The identities

$$\frac{1}{2\pi i} \int_C T(z) V (zI - C(\mu, \Gamma))^{-1} \, dz = \sigma(\Gamma_*) U,$$

$$\frac{1}{2\pi i} \int_C (zI - C(\mu, \Gamma))^{-1} U^* T(z) \, dz = \sigma(\Gamma_*) V^*$$
is easy to see that any such \( D \) is close to 1 and implies commuting with 1. Thus, if \( \kappa \) is independence assumptions remain valid for \( \tilde{\sigma} \), it follows that the multiplicity and linear regularity of 1 is constructed perturbation 2, and/or that 1 elements and sufficiently close to 1. Consequently, since both 1 and 1 are upper triangular, the right-hand side of the equation above is strictly upper triangular, whereas the left-hand side is Hermitian. Therefore both sides must vanish, and we have 1 \( U^*U = V^*V \) as desired.

3.2. Property (ii) – Rank Condition. It remains to show that the constructed perturbation 2, \( \kappa_r(\mu)U^*V^+ \) satisfies the rank property (ii) for \( K \). Using both the multiplicity and linear independence assumptions, we will establish this property by showing that the nullspace of the perturbed linear operator has dimension at least 1.

We start with writing the left-hand equation in (3.3) in terms of the operator 3:

\[
T_{C(\mu, \Gamma_\ast)}(V) = \sigma(\Gamma_\ast)U.
\]

By exploiting the property 1 \( U^*U = V^*V \) from the previous section, we have 1 \( U = U^*V^+V \) and hence

\[
0 = T_{C(\mu, \Gamma_\ast)}(V) - \sigma(\Gamma_\ast)U^*V^+V = T_{C(\mu, \Gamma_\ast)}(V) + \Delta_\ast V.
\]

Furthermore, consider the space of matrices

\[
\{ D \mid C(\mu, \Gamma_\ast)D - DC(\mu, \Gamma_\ast) = 0 \}
\]

commuting with 1, which has dimension at least 1 [15, Theorem 1, p. 219]. It is easy to see that any such 1 also commutes with \( (zI - C(\mu, \Gamma_\ast))^{-1} \), and hence

\[
0 = T_{C(\mu, \Gamma_\ast)}(V)D + \Delta_\ast VD = \frac{1}{2\pi i} \int_{C} T(z)VD (zI - C(\mu, \Gamma))^{-1} \, dz + \Delta_\ast VD
\]

This shows the desired result, that is, the nullspace of \( X \mapsto T_{C(\mu, \Gamma_\ast)}(X) + \Delta_\ast X \) has dimension at least 1.

4. Main Result. Before stating the main result, we discuss why the two additional assumptions mentioned above can be removed. Suppose that \( \mu \in \mathbb{C}^r \) has repeating elements and/or that \( T[\mu_k, \mu_l] \) is singular for some \( k, l \), but let us still assume that the linear independence and multiplicity assumptions hold at \( \mu \). By the regularity of \( T \), it follows that essentially for all \( \tilde{\mu} \in \mathbb{C}^r \) with mutually distinct elements and sufficiently close to \( \mu \), we have \( T[\tilde{\mu}_k, \tilde{\mu}_l] \) is nonsingular for all \( k, l \). By continuity of the singular value and vectors, it follows that the multiplicity and linear independence assumptions remain valid for \( \tilde{\mu} \), provided that \( \tilde{\mu} \) is chosen sufficiently close to \( \mu \). Consequently, it follows from the previous section that \( \kappa_r(\tilde{\mu}) = \mathcal{P}_r(\tilde{\mu}) \) for all such \( \tilde{\mu} \). By continuity, \( \kappa_r(\mu) = \mathcal{P}_r(\mu) \).
The following theorem summarizes our findings.

**Theorem 4.1.** Let $T : \Omega \to \mathbb{C}^{n \times n}$ be analytic and regular. Suppose that $S = \{\lambda_1, \ldots, \lambda_s\} \subset \Omega$ and $r \leq n$ are given. Then the distance $\tau_r(S)$ defined in (1.4) has the singular value optimization characterization

$$\tau_r(S) = \inf_{\mu \in \Omega} \sup_{\Gamma \in \mathbb{C}^{(r-1)/2}} \sigma_{-r}(K(\mu, \Gamma, T)),$$  

provided that the multiplicity and linear independence assumptions hold at $\mu_\ast$, the optimal value of $\mu$. Moreover, a minimal perturbation with 2-norm equal to $\tau_r(S)$ is given by (3.4).

Let us remark that the statement of Theorem 4.1 remains true for $r > n$, under the additional assumption that the inner supremum in (4.1) is attained.

**5. Divided-Difference Formulas.** The singular value characterization (4.1) can be conveniently expressed in terms of divided differences, see, e.g., [9]. The divided difference of a function $f : \mathbb{R} \to \mathbb{R}$ at nodes $x_0, \ldots, x_k$ is given by

$$f[x_0, x_1, \ldots, x_k] = \begin{cases} f[x_1, \ldots, x_k] - f[x_0, \ldots, x_{k-1}] & x_0 \neq x_k \\ \frac{f^{(k)}(x_0)}{k!} & x_0 = x_k \end{cases}$$

where the nodes are assumed to be contiguous, that is $x_j = x_\ell$ for some $\ell > j$ implies $x_i = x_j$ for $i = j, \ldots, \ell$. Given a lower triangular matrix $L$, the entries of the matrix function $F = f(L)$, which is also lower triangular, are given by

$$f_{i\ell} = \sum_{(s_0, s_1, \ldots, s_k)} l_{s_1, s_0} l_{s_2, s_1} \ldots l_{s_k, s_{k-1}} f[\mu_{s_0}, \ldots, \mu_{s_k}]$$

for $i > \ell$ and $f_{ii} = f(\mu_i)$, where $\mu_i = l_{ii}$ and the summation is over all increasing sequences of integers starting with $\ell$ and ending with $i$, see [18, Theorem 4.11].

Applying the formula above for functions of lower triangular matrices to $K(\mu, \Gamma, T)$ yields the following result: The matrix $K(\mu, \Gamma, T) \in \mathbb{C}^{n \times n}$ is block lower triangular and its $n \times n$ submatrix at rows $1 + (i-1)n : in$ and at columns $1 + (\ell-1)n : \ell n$ is given by

$$\begin{cases} \sum_{(s_0, s_1, \ldots, s_k)} \gamma_{s_1, s_0} \gamma_{s_2, s_1} \ldots \gamma_{s_k, s_{k-1}} T[\mu_{s_0}, \ldots, \mu_{s_k}] & i > \ell, \\ T(\mu_i) & i = \ell, \\ 0 & i < \ell. \end{cases}$$

The proof of these relations for matrix polynomials can be found in [19, Section 3.4]; it directly extends to analytic matrix-valued functions.

When $S = \{\lambda\}$ and $r = 2$, Theorem 4.1 combined with the representation of $K(\mu, \Gamma, T)$ above results in the formula

$$\sup_{\gamma \in \mathbb{C}} \sigma_{-2} \left( \begin{bmatrix} T(\lambda) & 0 \\ \gamma \cdot T'(\lambda) & T(\lambda) \end{bmatrix} \right)$$

(5.2)
for the distance to a nearest nonlinear eigenvalue problem with \(\lambda\) as a multiple eigenvalue. When two eigenvalues are prescribed, that is \(S = \{\lambda_1, \lambda_2\}\) and \(r = 2\), we obtain

\[
\inf_{\mu_1, \mu_2 \in S} \sup_{\gamma \in C} \sigma^{-2}
\left[
\begin{array}{cc}
T(\mu_1) & 0 \\
\gamma \cdot T[\mu_1, \mu_2] & T(\mu_2)
\end{array}
\right].
\]

6. Numerical Examples. We illustrate the main result on two examples. The first is a small-scale problem, concerning the distance to a nearest nonlinear eigenvalue problem with a multiple eigenvalue. The second one is a large-scale problem, and is aimed at illustrating the point that even if the individual backward errors are small for two approximate eigenvalues, there may not be any nearby problem with both of these two eigenvalues. Furthermore, it is not possible to conclude this by solely looking at the resolvent norms.

6.1. Prescribing a multiple eigenvalue. Let us consider the distance \(\tau_r(S)\) with \(S = \{\lambda\}\) and \(r = 2\) for a prescribed eigenvalue \(\lambda \in \mathbb{C}\). In this case, the formula (5.2) applies. In fact, the supremum can be taken over \(\mathbb{R}\) instead of \(\mathbb{C}\), since the singular values of

\[
\begin{bmatrix}
T(\lambda) & 0 \\
\gamma \cdot T'(\lambda) & T(\lambda)
\end{bmatrix}
\]

are identical. We deduce that the distance to a nearest nonlinear eigenvalue problem with a multiple eigenvalue can be expressed as

\[
\inf_{\lambda \in \Omega} \sup_{\gamma \in \mathbb{R}} \sigma^{-2}
\left[
\begin{array}{cc}
T(\lambda) & 0 \\
\gamma \cdot T'(\lambda) & T(\lambda)
\end{array}
\right].
\]

(6.1)

In view of the result by Malyshev [25] for the linear case, we conjecture that (6.1) holds without requiring the multiplicity and linear independence assumptions.

It is well known for the standard eigenvalue problem \(T(\lambda) = A - \lambda I\) that the distance to a nearest matrix with a multiple eigenvalue corresponds to the smallest \(\epsilon\) such that two components of the \(\epsilon\)-pseudospectrum coalesce [3]. Generalizations of this result to matrix pencils and matrix polynomials, allowing for perturbations to all coefficients, have been shown in [2, Theorem 5.1] and [1, Theorem 7.1], respectively. The generalization to analytic matrix-valued functions in our setting, when only constant perturbations are permitted, appears to be straightforward. In particular, denoting the set of eigenvalues with \(\Lambda(\cdot)\), we consider the following \(\epsilon\)-pseudospectrum for the analytic matrix-valued function \(T\):

\[
\Lambda_\epsilon(T) := \bigcup_{\|\Delta\|_2 \leq \epsilon} \Lambda(T(\lambda) + \Delta) = \{\lambda \in \mathbb{C} | \sigma^{-1}(T(\lambda)) \leq \epsilon\}.
\]

The eigenvalues of \(T\) are the only local minimizers of \(\sigma^{-1}(T(\cdot))\) [11, Theorem 4.2], so there is a connected component of \(\Lambda_\epsilon(T)\) around each eigenvalue of \(T\). When \(T\) has distinct eigenvalues, the smallest \(\epsilon\) such that two components of \(\Lambda_\epsilon(T)\) coalesce is the distance to a nearest nonlinear eigenvalue problem with a multiple eigenvalue, which admits the singular value characterization (6.1).

To illustrate (6.1), let us compute the distance to a multiple eigenvalue for a nonlinear eigenvalue problem from a delay differential equation [29]:

\[
T(\lambda) = (e^\lambda - 1)B_1 + \lambda^2 B_2 - B_0.
\]

(6.2)
For this purpose, we apply the algorithm in [21] to the characterization (6.1). The matrices $B_0, B_1, B_2 \in \mathbb{R}^{8 \times 8}$ are given by

\[
B_0 = 100 \cdot I_8 \\
B_1 = [b^{(1)}_{jk}], \quad b^{(1)}_{jk} = [9 - \max(j, k)] \cdot j \cdot k \\
B_2 = [b^{(2)}_{jk}], \quad b^{(2)}_{jk} = 9 \cdot \delta_{jk} + \frac{1}{j+k}
\]

with $\delta_{jk} = 1$ if $j = k$, and zero otherwise. This is an example taken from [29]. A plot of the pseudospectra of $T$ is provided below in Figure 6.1. The inner curves correspond to the boundary of $\Lambda_{\epsilon}(T)$ for $\epsilon = 1.606$, which is the computed distance.

6.2. Checking that a pair of eigenvalue approximations corresponds to a nearby pair of eigenvalues. The second example is taken from [4], and concerns the eigenvalues of

\[
T(\lambda) = K - \lambda^2 \cdot M + i \cdot \lambda \cdot W_1 + i \cdot \sqrt{\lambda^2 - \sigma^2} \cdot W_2 \quad (6.3)
\]

where $K, M, W_1, W_2 \in \mathbb{R}^{9956 \times 9956}$ are symmetric, $K$ is positive semi-definite, $M$ is positive definite, and $\sigma = 108.8774$. This nonlinear eigenvalue problem occurs from a model of the radio-frequency gun cavity [24]. Figure 6.2 displays some of the eigenvalues of $T$, computed with the algorithm described in [13].

Suppose now that a (different) algorithm returns two pairs of eigenvalue approximations:

\[
\mu^{(1)}_1 = 233.5 + 0.8i, \quad \mu^{(1)}_2 = 234 + i, \quad \text{and} \quad \mu^{(2)}_1 = 326, \quad \mu^{(2)}_2 = 326 + 0.5i
\]
Considered individually, each of the approximations gives a reasonably small backward error $\sigma_{j-1}(T(\mu))$, see Table 6.1. However, this does not imply that each pair is a good approximation to an eigenvalue pair of $T$. In fact, it can already be seen from Figure 6.2 that there is only one eigenvalue (with multiplicity 1) close to the first pair $\mu^{(1)}, \mu^{(1)}$. Hence, one of the two approximations is spurious. This can be verified by computing $\tau_2(\{\mu^{(1)}, \mu^{(1)}\})$, which gives a much larger value than the individual backward errors, see column 5 of Table 6.1. In contrast, the second pair $\mu^{(2)}, \mu^{(2)}$ is visually close to two eigenvalues. This is also confirmed by the fact that the distance $\tau_2(\{\mu^{(2)}, \mu^{(2)}\})$ is of the same order as the individual backward errors.

Finally, Figure 6.3 illustrates

$$
\sigma_{-2}
\begin{bmatrix}
T(\mu^{(2)}) & 0 \\
\gamma \cdot T(\mu^{(2)}) & T(\mu^{(2)})
\end{bmatrix}
$$

with respect to $\gamma \in [0, 3]$. The figure suggests that the singular value function is unimodal for a single parameter, which can be used in the optimization algorithm.

7. Concluding Remarks. We have derived a further generalization of earlier works [23, 19] for locating nearest analytic matrix-valued functions with specified eigenvalues. For this purpose, we have studied the structure of the nullspace for Sylvester-like operators associated with nonlinear eigenvalue problems. We believe that these auxiliary results could be of independent interest. Our main result is the singular value characterization in Theorem 4.1. This characterization can be turned
into a numerical method by exploiting the smoothness properties of singular values; using, for instance, the algorithm described in [21].
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