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Introduction
Artificial intelligence (AI) and, more specifically, large language 
models (LLMs) are transforming many sectors of our society, includ-
ing the medical field, where this technology seems promising1.

Recently, in the field of cardiology, the improvement in the 
ability of AI to predict future myocardial infarction (MI)2 more 
accurately than cardiologists and traditional parameters, as well 
as its ability to successfully pass the European Exam in Core 
Cardiology (EECC)3, has been well publicised. Among these 
models, ChatGPT, developed by OpenAI, stands out. However, 
despite these remarkable achievements, integrating ChatGPT into 
the medical domain poses challenges. Furthermore, AI language 
models predict the most likely answer based on a prompt of given 
training data, without defined notions of truth and certainty, which 
are crucial in medicine where precision and caution are paramount. 
This viewpoint delves into the subtleties of employing ChatGPT 
in medicine. It presents examples highlighting how slight varia-
tions in question phrasing can yield dramatically divergent AI out-
puts. Additionally, the legal implications of utilising these AI tools 
are examined to provide insights into the regulatory framework 
surrounding their implementation.

How LLMs and ChatGPT work 
ChatGPT is based on a Transformer model (the “T” in ChatGPT) 
which is a neural network architecture that puts specific empha-
sis on the interactions between words in a question prompt (atten-
tion mechanisms)4.  The context of the prompt allows it to most 
effectively predict an accurate answer. To train such a model, 
one first needs a training data set, typically very large and taken 
from the internet, to tune the parameters of the model to opti-
mise its capability of generating contextually relevant text. Then, 
the model can be fine-tuned on specific tasks or data, modifying 
only the deeper layers of the model, such as to improve its response 
to medical queries. Finally, human supervision and conversa-
tion history are used to further improve the prediction accuracy. 

Presentation of the clinical vignettes 
We designed 2 hypothetical clinical vignettes that were submitted 
4 times with very minimal changes (varying either the version of 
ChatGPT – the widely available 3.5, or the paid 4.0 – or our hypo-
thetical role as a physician or as a patient). We presented these 
situations to ChatGPT in separate conversations in order to avoid 
any influence on the responses.
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Figure 1 illustrates the case of a patient suffering from sympto-
matic severe aortic stenosis associated with significant multivessel 
coronary artery disease and low risk scores. Of course, the vignette 
does not provide potentially important information such as the crite-
ria to describe a lesion as significant or details about diffuse or focal 
coronary artery disease and the patient’s age places them in a border-
line scenario where recommendations for TAVI or surgical interven-
tion are closely balanced. However, it’s interesting to observe that 
ChatGPT-4 proposed a combined surgical management of the valve 
and arteries, while ChatGPT-3.5 only proposed an isolated surgical 
valve replacement. When self-identifying as an interventional cardi-
ologist, a combined percutaneous treatment was suggested. However, 
when self-identifying as a patient asking for medical advice, 
ChatGPT-3.5 proposed an isolated valvular percutaneous treatment.

Figure 2, on the other hand, depicts the case of a patient with New 
York Heart Association (NYHA) Class II dyspnoea of unsure origin in 
whom a significant coronary artery disease is discovered fortuitously. 
While ChatGPT-3.5 proposes a percutaneous treatment, it’s interest-
ing to observe that ChatGPT-4 proposes a medical treatment, poten-
tially taking into account recent literature5. The responses also vary 
when we position ourselves as either a cardiac surgeon or a patient 
seeking additional advice after receiving guidance from a doctor, ask-
ing for another (potentially futile) further non-invasive test.

These observations highlight the influence of seemingly minor 
variables on the performance of LLM-based tools, such as ChatGPT, 
where the version used or minimal information about our identity 
can influence the responses. With the continued growth of adop-
tion of these tools, adequate training on how to interact with these 
models becomes increasingly crucial. This need is particularly pro-
nounced when considering that these tools can be directly used by 
patients to receive diagnostic suggestions from Dr ChatGPT.

The problem of AI’s degree of certainty
These models pose challenges, especially concerning trust. They 
produce fluent text resembling human conversation but can also 
generate misunderstandings and misinformation due to their lack 
of principle-based medical understanding. Although their output 
often seems confident, it is important to remember these mod-
els simply follow specific algorithms trained on specific data and 
may not always be accurate. Models like ChatGPT do not update 
knowledge in real-time; they can only retrieve data available up to 
the date of their last training, in this case, September 2021. Their 
attention mechanisms can overshoot, and they can struggle with 
context and provide potentially inaccurate responses. Finally, AI 
interpretability is challenging, creating a “black-box” issue that 
obscures decision-making, a critical factor in high-stake domains.

« I am an interventional 
cardiologist »
ChatGPT-4.0

« I am a patient and my 
cardiologist told me to do a TAVI »

ChatGPT-3.5

Standardised text

ChatGPT-3.5

Standardised text

ChatGPT-4.0
Variation

Combined percutaneous
treatment

Transcatheter aortic valve
implantation

Surgical aortic valve
replacement

Combined surgical
treatment

Answer

Question submitted to ChatGPT

Multiple choice question:
A 74-year-old patient with symptomatic severe aortic stenosis presents with NYHA Class II dyspnoea. The left ventricular 
ejection fraction is calculated to be 53%, the valve area is 0.9 cm2, and the mean gradient is 47 mmHg. Coronary angiography 
reveals significant stenosis of the proximal LAD and proximal circumflex artery. The patient's overall health condition is good and 
the geriatric evaluation supports aortic valve intervention. The valve calcium score is 1,244, femoral access is of adequate 
diameter without extreme tortuosity, and there is no significant carotid stenosis. The STS score is calculated to be 2.87%, and 
the EuroSCORE II is calculated to be 2.5%. Which is the best management option for this patient?

Which of the following is correct?
1) A transcatheter aortic valve implantation (TAVI) is indicated.

2) An aortic valve replacement surgery (SAVR) is indicated.
3) A combined percutaneous management with TAVI and percutaneous coronary intervention is indicated.

4) A management with surgical aortic valve replacement and coronary artery bypass graft surgery is indicated.

Figure 1. First clinical vignette submitted to ChatGPT. EuroSCORE: European System for Cardiac Operative Risk Evaluation; LAD: left 
anterior descending; NYHA: New York Heart Association; STS: Society of Thoracic Surgeons
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Physician or medical institution liability
The liability of physicians or medical institutions may be involved 
when they breach their duty of care, thereby causing harm to the 
patient. In many countries, including Switzerland, identifying such 
a breach may involve assessing the physician’s diligence in using 
accessible resources, an aspect that will increasingly be influenced 
by AI within medicine. One can expect the standard of care to incor-
porate AI in the near future, at least in domains where it outperforms 
physicians. Conversely, negligence could be ascribed to physicians 
who forego AI consultation, leading to preventable errors and con-
sequent harm. However, despite a potentially lower absolute error 
rate than that of a physician in some domains, AI can unpredict-
ably make mistakes that a human would have avoided. In the future, 
courts will have to rule whether diligent physicians should corrobo-
rate their diagnoses with AI or even rely solely on AI when it shows 
overall superior efficiency, accepting inherent, yet avoidable errors. 
Further complexity will arise in domains where AI only margin-
ally surpasses the physician’s efficacy, offering marginally better 
but unexplainable results due to AI’s “black-box” nature, versus 
potentially worse but explainable results. Defining diligence within 
these parameters could prove intricate and might vary from country 
to country. Moreover, defining critical thresholds for AI and phy-
sician error margins will be challenging because of AI’s evolving 

error rates and the difficulty in quantifying physician error rates. 
Therefore, in practice, patients claiming compensation will face an 
additional difficulty: the burden of proof. The dynamic learning 
nature of AI complicates the determination of software error rates on 
a specific date, adding to the complexity of patients claiming com-
pensation. AI’s technical complexities may require expertise from 
developers and physicians, resulting in considerable patient expense, 
further complicating liability claims involving AI in medicine.

LLMs exhibit the potential to revolutionise healthcare delivery, 
though inherent challenges exist. These include significantly differ-
ent responses according to variations in query presentation and the 
absence of real-time updates or the lack of context sensitivity that 
may result in misleading outputs. It is, therefore, imperative that 
users of such AI systems grasp the inherent limitations. The duty of 
care expected from a doctor will probably be impacted by the advent 
of AI in medicine. The challenges arising from quantifying the error 
rates of AI and doctors, defining diligence, and dealing with the black-
box effect of AI remain significant obstacles in the realm of medical 
jurisprudence. The differences in responses between a free version 
and a paid version also present a potential ethical aspect to consider.

Conflict of interest statement
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« I am a cardiac 
surgeon »

ChatGPT-4.0

« I am a patient and my doctor
told me to undergo a PET/CT »

ChatGPT-3.5

Standardised text

ChatGPT-3.5

Standardised text

ChatGPT-4.0
Variation

Coronary artery bypass
graft surgery

PET/CTPercutaneous treatment Medical treatment Answer

Question submitted to ChatGPT

Multiple choice question:
A 54-year-old smoker and diabetic patient presented with NYHA Class II dyspnoea 2 weeks after receiving a total left knee 
prosthesis. He was referred to the emergency department where a thoracic CT scan revealed no segmental pulmonary embolism 
but an incidentally subocclusive plaque in the proximal LAD. Given these findings, a coronary angiography was carried out and 
revealed a two-vessel CAD with a 50% lesion in the proximal LAD and a 50% lesion in the proximal circumflex artery. Both 
lesions had fractional flow reserve (FFR) measurements of 0.80. The patient had never experienced chest pain or functional 
limitation.

What is the management of the coronary lesions?
1) Medical treatment alone with aspirin and statin therapy.

2) Percutaneous management with double PCI.
3) Coronary artery bypass graft surgery.

4) PET/CT to quantify ischaemia.

Figure 2. Second clinical vignette submitted to ChatGPT. CAD: coronary artery disease; CT: computed tomography; LAD: left anterior 
descending; NYHA: New York Heart Association; PCI: percutaneous coronary intervention; PET: positron emission tomography
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