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Abstract: We study the nonlinear stochastic heat equation in the spatial domain
R, driven by space-time white noise. A central special case is the parabolic Anderson
model. The initial condition is taken to be a measure on R, such as the Dirac delta
function, but this measure may also have non-compact support and even be non-
tempered (for instance with exponentially growing tails). Existence and uniqueness
of a random field solution is proved without appealing to Gronwall’s lemma, by
keeping tight control over moments in the Picard iteration scheme. Upper bounds
on all p-th moments pp ě 2q are obtained as well as a lower bound on second
moments. These bounds become equalities for the parabolic Anderson model when
p “ 2. We determine the growth indices introduced by Conus and Khoshnevisan
[10].

MSC 2010 subject classifications: Primary 60H15. Secondary 60G60, 35R60.

Keywords: nonlinear stochastic heat equation, parabolic Anderson model, rough
initial data, growth indices.

1 Introduction

The stochastic heat equation
#

´

B

Bt
´ ν

2
B2

Bx2

¯

upt, xq “ ρpupt, xqq 9W pt, xq, x P R, t P R˚`,
up0, ¨q “ µp¨q ,

(1.1)

where 9W is space-time white noise, ρpuq is globally Lipschitz, µ is the initial data, and
R˚` “ s0,8r, has been intensively studied during the last three decades by many authors:
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See [2, 3, 4, 5, 8, 9, 10, 17, 20] for the intermittency problem, [15, 16] for probabilistic
potential theory, [31, 32] for regularity of the solution, and [26, 27, 29, 33] for several other
properties. The important special case ρpuq “ λu is called the parabolic Anderson model [5].
Our work focuses on (1.1) with general deterministic initial data µ, and we study how the
initial data affects the moments and asymptotic properties of the solution.

For the existence of random field solutions (see Definition 2.1 below) to (1.1), the case
where the initial data µ is a bounded and measurable function is covered by the classical
theory of Walsh [35]. Initial data that is more irregular than this also appears the literature.
For instance, when µ is a positive Borel measure on R such that

sup
tPr0,T s

sup
xPR

?
t pµ ˚Gνpt, ˝qq pxq ă 8, for all T ą 0, (1.2)

where ˚ denotes convolution in the spatial variable and

Gνpt, xq :“
1

?
2πνt

exp

"

´
x2

2νt

*

, pt, xq P R˚` ˆ R , (1.3)

Bertini and Cancrini [3] gave an ad-hoc definition of solution for the parabolic Anderson
model via a smoothing of the space-time white noise and a Feynman-Kac type formula.
Their analysis depended heavily on properties of the local times of Brownian bridges. Re-
cently, Conus and Khoshnevisan [9] have constructed a weak solution defined through certain
norms on random fields. In particular, their solution is defined for almost all pt, xq, but not
at specific pt, xq. Their initial data has to verify certain technical conditions, which are
satisfied by the Dirac delta function in some of their cases. More recently, Conus, Joseph,
Khoshnevisan and Shiu [8] also studied random field solutions. In particular, they require
the initial data to be a finite measure of compact support.

After the basic questions of existence, the asymptotic properties of the solution are of
particular interest, in part because the solution exhibits intermittency properties. More
precisely, define the upper and lower Lyapunov exponents as follows:

mppxq :“ lim sup
tÑ`8

logE r|upt, xq|ps
t

, mppxq :“ lim inf
tÑ`8

logE r|upt, xq|ps
t

. (1.4)

When the initial data is constant, these two exponents do not depend on x. In this case,
following Bertini and Cancrini [3], we say that the solution is intermittent if mn :“ mn “ mn

for all n P N and the following strict inequalities are satisfied:

m1 ă
m2

2
ă ¨ ¨ ¨ ă

mn

n
ă ¨ ¨ ¨ . (1.5)

Carmona and Molchanov gave the following definition [5, Definition III.1.1, on p. 55].

Definition 1.1. Let p be the smallest integer for which mp ą 0. If p ă 8, then we say
that the solution upt, xq exhibits (asymptotic) intermittency of order p, and if p “ 2, then it
exhibits full intermittency.
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Carmona and Molchanov [5] showed that full intermittency implies the intermittency
defined by (1.5) (see [5, III.1.2, on p. 55]). This mathematical definition of intermittency
is related to the property that the solutions are close to zero in vast regions of space-time
but develop high peaks on some small “islands”. For the parabolic Anderson model, this
property has been well studied: see [5, 11] for a discrete formulation and [3, 20, 17] for the
continuous formulation. Further general discussion of the intermittency property can be
found in [36].

When the initial data are not homogeneous, in particular, when they have certain ex-
ponential decrease at infinity, Conus and Khoshnevisan [10] defined the following lower and
upper exponential growth indices:

λppq :“ sup

#

α ą 0 : lim sup
tÑ8

1

t
sup
|x|ěαt

logE p|upt, xq|pq ą 0

+

, (1.6)

λppq :“ inf

#

α ą 0 : lim sup
tÑ8

1

t
sup
|x|ěαt

logE p|upt, xq|pq ă 0

+

. (1.7)

These quantities are of interest because they give information about the possible locations
of high peaks, and how they propagate away from the origin. Indeed, if λppq “ λppq “: λppq,
then there will be high peaks at time t inside r´λppqt, λppqts, but no peaks outside of this
interval. Conus and Khoshnevisan [10] proved in particular that if the initial data µ is
a non-negative, lower semicontinuous function with compact support of positive Lebesgue
measure, then for the Anderson model,

λ2

2π
ď λp2q ď λp2q ď

λ2

2
. (1.8)

In this paper, we improve the existence result by working under a much weaker condition
on the initial data, namely, µ can be any signed Borel measure over R such that

ż

R
e´ax

2

|µ|pdxq ă `8 , for all a ą 0 , (1.9)

where, from the Jordan decomposition, µ “ µ` ´ µ´ where µ˘ are two non-negative Borel
measures with disjoint support and |µ| :“ µ``µ´. Note that the condition (1.9) is equivalent
to

p|µ| ˚Gνpt, ¨qq pxq ă `8 , for all t ą 0 and x P R,

which means that under condition (1.9), the solution to the homogeneous heat equation with
initial data µ is well-defined for all time.

On the one hand, the condition (1.9) allows for measure-valued initial data, such as the
Dirac delta function, and Proposition 2.11 below shows that initial data cannot be extended
beyond measures to other Schwartz distributions, even with compact support. On the other
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hand, the condition (1.9) permits certain exponential growth at infinity. For instance, if
µpdxq “ fpxqdx, then fpxq “ exp pa|x|pq, a ą 0, p P s0, 2r (i.e., exponential growth at
˘8), will satisfy this condition. Note that the case where the initial data is a continuous
function with linear exponential growth (i.e., p “ 1) has been considered by many authors:
see [27, 29, 33] and the references therein.

Next, we obtain estimates for the moments Ep|upt, xq|pq with both t and x fixed for all
even integers p ě 2 (see Theorem 2.4). In particular, for the parabolic Anderson model,
we give an explicit formula for the second moment of the solution. When the initial data
is either Lebesgue measure or the Dirac delta function, we give explicit formulas for the
two-point correlation functions (see (2.27) and (2.30) below), which can be compared to the
integral form given by Bertini and Cancrini [3, Corollaries 2.4 and 2.5] (see also Remark 2.6
below).

Recently, Borodin and Corwin [4] also obtained the moment formulas for the parabolic
Anderson model in the case where the initial data is the Dirac delta function. When p “ 2,
we obtain the same explicit formula. For p ą 2, their p-th moments are represented by
multiple contour integrals. Our methods are very different from theirs: They approximate
the continuous system by a discrete one. Our formulas allow more general initial data than
the Dirac delta function, and are useful for establishing other properties, concerning for
instance growth indices and sample path regularity.

Our proof of existence is based on the standard Picard iteration scheme. The main
difference from the conventional situation is that instead of applying Gronwall’s lemma to
bound the second moment from above, we keep tight control over the sequence of second
moments in the Picard iteration scheme. In the case of the parabolic Anderson model, this
directly gives an explicit formula, and for more general functions ρ it gives good bounds. Note
that series representations of the moments are obtained in [18], yielding a Feynman-Kac-type
formula.

Concerning growth indices, we improve (1.8) by giving upper bounds on λppq for general
functions ρ, and, in the parabolic Anderson model, by showing that λp2q “ λp2q “ λ2{2 when
µ is a non-negative measure with compact support (see Theorem 2.12), and we extend this
result to a more general class of measure-valued initial data (not necessarily with compact
support). This is possible mainly thanks to our explicit formula for the second moment.
Our result implies in particular that with regard to the propagation of high peaks, an initial
condition with tails that decrease at a sufficiently high exponential rate (as least as fast as
e´β|x| with β ě λ2{p2νq) produces the same behavior as a compactly supported one.

This paper is organized as follows: All the main results of this paper are stated in Section
2. In particular, in Section 2.1, we define the notion of random field solution of (1.1), and
then show, assuming existence of the solution, that one obtains readily formulas for the
second moments in the case of the Anderson model. Then we state and prove our theorem
on existence, uniqueness and moment estimates, discuss various particular initial conditions,
including Lebesgue measure and the Dirac delta function, and we show that existence is not
possible if the initial condition is rougher than a measure. In Section 2.2, we state the results
about the exponential growth indices. Proofs of the results in Sections 2.1 and 2.2 are given
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in Sections 3 and 4, respectively. Finally, in Section 5, we gather various calculations that
are used throughout the paper.

2 Main Results

Let M pRq be the set of locally finite (signed) Borel measures over R. Let MH pRq be the set
of signed Borel measures over R satisfying (1.9). Denote the solution to the homogeneous
equation

#

´

B

Bt
´ ν

2
B2

Bx2

¯

upt, xq “ 0, x P R, t P R˚`,
up0, ¨q “ µp¨q ,

(2.1)

by

J0pt, xq :“ pµ ˚Gνpt, ¨qq pxq “

ż

R
Gν pt, x´ yqµpdyq.

2.1 Existence, Uniqueness and Moments

Let W “ tWtpAq, A P Bb pRq , t ě 0u be a space-time white noise defined on a complete
probability space pΩ,F , P q, where Bb pRq is the collection of Borel measurable sets with
finite Lebesgue measure. Let

Ft “ σ pWspAq, 0 ď s ď t, A P Bb pRqq _N , t ě 0,

be the natural filtration of W augmented by the σ-field N generated by all P -null sets in F .
In the following, we fix the filtered probability space tΩ,F , tFt, t ě 0u, P u. We use ||¨||p to
denote the LppΩq-norm (p ě 1). With this setup, W becomes a worthy martingale measure
in the sense of Walsh [35], and

ť

r0,tsˆRXps, yqW pds, dyq is well-defined in this reference for

a suitable class of random fields tXps, yq, ps, yq P R` ˆ Ru.
We can formally rewrite the spde (1.1) in the integral form:

upt, xq “ J0pt, xq ` Ipt, xq, (2.2)

where

Ipt, xq :“

ĳ

r0,tsˆR

Gν pt´ s, x´ yq ρ pu ps, yqqW pds, dyq .

We use the convention that Gνpt, ¨q ” 0 if t ď 0. Hence, r0, ts ˆ R in the stochastic integral
above can be replaced by R`ˆR. In the following, we will use ‹ to denote the simultaneous
convolution in both space and time variables,

Definition 2.1. A process u “
`

upt, xq, pt, xq P R˚` ˆ R
˘

is called a random field solution to
(2.2) if
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(1) u is adapted, i.e., for all pt, xq P R˚` ˆ R, upt, xq is Ft-measurable;

(2) u is jointly measurable with respect to B
`

R˚` ˆ R
˘

ˆ F ;

(3)
`

G2
ν ‹ ||ρpuq||

2
2

˘

pt, xq ă `8 for all pt, xq P R˚` ˆ R, and the function pt, xq ÞÑ Ipt, xq
mapping R˚` ˆ R into L2pΩq is continuous;

(4) u satisfies (2.2) a.s., for all pt, xq P R˚` ˆ R.

Notice that the random field is only defined for t ą 0, which is natural since at time
t “ 0, the solution is defined to be a measure.

According to property (3) in this definition, proving the existence of a random field
solution requires some estimates on its moments. On the other hand, if we assume existence,
then one can readily obtain moment formulas or bounds. Indeed, consider for example, the
parabolic Anderson model, and set

fpt, xq “ Epupt, xq2q.

For pt, xq P R˚` ˆ R and n P N, we define

L0pt, xq “ L0 pt, x; ν, λq :“ λ2G2
ν pt, xq “

λ2

?
4πνt

G ν
2
pt, xq,

Lnpt, xq “ Ln pt, x; ν, λq :“ pL0 ‹ ¨ ¨ ¨ ‹ L0
loooooomoooooon

n` 1 times of L0

q pt, xq, for n ě 1.
(2.3)

Then by (2.2) and Itô’s isometry, fpt, xq satisfies the integral equation

fpt, xq “ J2
0 pt, xq ` pf ‹ L0q pt, xq. (2.4)

Apply this relation recursively:

fpt, xq “ J2
0 pt, xq `

`“

J2
0 ` pf ‹ L0q

‰

‹ L0

˘

pt, xq

“ J2
0 pt, xq `

`

J2
0 ‹ L0

˘

pt, xq ` pf ‹ L1q pt, xq

...

“ J2
0 pt, xq `

n´1
ÿ

i“0

`

J2
0 ‹ Li

˘

pt, xq ` pf ‹ Lnq pt, xq.

It follows from (2.7) below and Definition 2.1(3) that pf ‹ Lnq pt, xq converges to 0 as nÑ 8,
and the sum converges to pJ2

0 ‹Kq pt, xq, where

Kpt, xq “ Kpt, x; ν, λq :“
8
ÿ

i“0

Lipt, x; ν, λq. (2.5)
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Thus

E
`

upt, xq2
˘

“ J2
0 pt, xq `

`

J2
0 ‹K

˘

pt, xq. (2.6)

A central observation is that Kpt, xq can be computed explicitly, as we now show. Let

Φpxq “

ż x

´8

p2πq´1{2e´y
2{2dy, erfpxq “

2
?
π

ż x

0

e´y
2

dy, erfcpxq “ 1´ erfpxq.

Clearly,

Φpxq “
1

2

´

1` erfpx{
?

2q
¯

, erfpxq “ 2Φp
?

2 xq ´ 1, erfcpxq “ 2
´

1´ Φp
?

2 xq
¯

.

Let Γp¨q be Euler’s Gamma function [28].

Proposition 2.2. Let b “ λ2?
4πν

. For all n P N and pt, xq P R˚` ˆ R, let Lnpt, xq and Kpt, xq
be defined in (2.3) and (2.5) respectively. Then

Lnpt, xq “ G ν
2
pt, xq

pb
?
πq

n`1

Γ
`

n`1
2

˘ t
n´1
2 “ L0pt, xqBnptq, (2.7)

with Bnptq :“ π
n`1
2 bnt

n
2 {Γ

`

n`1
2

˘

, and

Kpt, xq “ G ν
2
pt, xq

˜

λ2

?
4πνt

`
λ4

2ν
e
λ4t
4ν Φ

˜

λ2

c

t

2ν

¸¸

. (2.8)

Furthermore,

pK ‹ L0q pt, xq “ Kpt, xq ´ L0pt, xq , (2.9)

and
ř8

n“0 pBnptqq
1{m

ă `8, for all m P N˚.

Proof. Since Γp1{2q “
?
π (see [28, 5.4.6, p.137]), the equation (2.7) clearly holds for n “ 0.

Suppose by induction that it is true for n. Using the semigroup property of the heat kernel,

Ln`1pt, xq “ pLn ‹ L0q pt, xq “ G ν
2
pt, xqb

pb
?
πq

n`1

Γ
`

n`1
2

˘

ż t

0

s´1{2
pt´ sq

n´1
2 ds.

Therefore, (2.7) is obtained by using the Beta integral (see [28, (5.12.1), p. 142])

ż t

0

s´1{2
pt´ sq

n´1
2 ds “ tn{2

Γp1{2qΓ
`

n`1
2

˘

Γ
`

n`2
2

˘ , for t ą 0. (2.10)

Because

ex
2

erfpxq “
8
ÿ

n“1

x2n´1

Γ
`

2n`1
2

˘ , and ex
2

“

8
ÿ

n“1

x2pn´1q

Γ
`

2n
2

˘
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(see [28, 7.6.2, on p.162] for the first equality), we see that for x ą 0,

ex
2

p1` erfpxqq “
8
ÿ

n“1

xn´1

Γ
`

n`1
2

˘ “ ´
1

?
π x

`

8
ÿ

n“0

xn´1

Γ
`

n`1
2

˘ .

Move the term ´1{p
?
πxq to the left-hand side, choose x “

?
πb2t, and then multiply by

πb2Gν{2pt, xq on both sides. Hence, from (2.7), we see that

G ν
2
pt, xq

„

b
?
t
` 2πb2 eπb

2tΦ
´?

2πb2t
¯



“ G ν
2
pt, xq

8
ÿ

n“0

pb
?
πqn`1

Γ
`

n`1
2

˘ t
n´1
2 “

8
ÿ

n“0

Lnptq “ Kpt, xq,

which proves (2.8).
Formula (2.9) is a direct consequence of (2.5). Finally, fix m P N˚. Apply the ratio test:

pBnptqq
1{m

pBn´1ptqq
1{m

“

´?
πt b

¯
1
m

˜

Γ
`

n
2

˘

Γ
`

n`1
2

˘

¸
1
m

«

´?
πt b

¯
1
m

ˆ

2

n

˙
1

2m

Ñ 0, as nÑ 8, (2.11)

where we have used [28, 5.11.12, p.141] for the ratio of the two Gamma functions. Therefore,
ř8

n“0 pBnptqq
1{m

ă `8. This completes the proof.

Remark 2.3 (Moment formula via the Fourier and Laplace transforms). If we assume the
existence of a random field solution, then under additional assumptions, one can also obtain
the moment formula by using Fourier and Laplace transforms. In particular, consider the
case where ρpuq “ λu. Then fpt, xq “ Erupt, xq2s satisfies equation (2.4). Assume that the
double transform — the Fourier transform in x and Laplace transform in t — of J2

0 pt, xq
exists. Note that this assumption is rather strong: If the initial data has exponential growth,
for example, µpdxq “ eβ |x|dx with β ą 0, then J0pt, xq has two exponentially growing tails
(see (4.5)), and hence the Fourier transform of J2

0 pt, xq in x does not exist in the sense of
tempered distributions. Apply the Fourier transform in x and then the Laplace transform
in t on both sides of (2.4):

LF rf s pz, ξq “ LF
“

J2
0

‰

pz, ξq ` λ2LF
“

G2
ν

‰

pz, ξqLF rf s pz, ξq .

Solving for LFrf spz, ξq, we see that

LF rf s pz, ξq “ LF
“

J2
0

‰

pz, ξq `
λ2LF rG2

νs pz, ξq

1´ λ2LF rG2
νs pz, ξq

LF
“

J2
0

‰

pz, ξq.

Apply the Fourier and Laplace transforms to G2
νpt, xq as follows (see [19, p.135]):

F
“

G2
νpt, ¨q

‰

pξq “
exp p´νt|ξ|2{4q

?
4πνt

, and LFrG2
νspz, ξq “

1
a

4νz ` |ξ|2ν2
, <rzs ą 0.
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Now apply the inverse Laplace transform (see [19, (4) on p. 233]) to see that

L´1

„

λ2LF rG2
νs pz, ξq

1´ λ2LF rG2
νs pz, ξq



“ L´1

«

λ2

a

4νz ` |ξ|2ν2 ´ λ2

ff

ptq

“ exp

ˆ

´
νt|ξ|2

4

˙

˜

λ2

?
4νπt

`
λ4

2ν
exp

ˆ

λ4t

4ν

˙

Φ

˜

λ2

c

t

2ν

¸¸

.

Finally, take the inverse Fourier transform of the above quantity to obtain Kpt, xq as in (2.8),
together with (2.6).

Assume that ρ : R ÞÑ R is globally Lipschitz continuous with Lipschitz constant Lipρ ą 0.
We need some growth conditions on ρ: Assume that for some constants Lρ ą 0 and ς ě 0,

|ρpxq|2 ď L2
ρ

`

ς2
`x2

˘

, for all x P R . (2.12)

Note that Lρ ď
?

2 Lipρ, and the inequality may be strict. In order to bound the second
moment from below, we will sometimes assume that for some constants lρ ą 0 and ς ě 0,

|ρpxq|2 ě l2
ρ

`

ς2
`x2

˘

, for all x P R . (2.13)

We shall give special attention to the linear case (the parabolic Anderson model): ρpuq “ λu
with λ ‰ 0, which is a special case of the following quasi-linear growth condition: for some
constant ς ě 0,

|ρpxq|2 “ λ2
`

ς2
`x2

˘

, for all x P R . (2.14)

Recall the formula for Kpt, xq in (2.8). We will use the following conventions:

Kpt, xq :“ K pt, x ; ν, λq , Kpt, xq :“ K pt, x ; ν,Lρq ,

Kpt, xq :“ K pt, x ; ν, lρq , rKppt, xq :“ K pt, x ; ν, ap,ς zp Lρq , for all p ą 2,
(2.15)

where the constant ap,ς pď 2q is defined by

ap,ς :“

$

’

&

’

%

2pp´1q{p if ς ‰ 0, p ą 2,
?

2 if ς “ 0, p ą 2,

1 if p “ 2,

(2.16)

and zp is the universal constant in the Burkholder-Davis-Gundy inequality (see [10, Theorem
1.4]; in particular, z2 “ 1), and so

zp ď 2
?
p, for all p ě 2. (2.17)
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Note that rKppt, xq implicitly depends on ς through ap,ς , which will be clear from the context.

If p “ 2, then rKppt, xq “ Kpt, xq. For t ě 0, define

Hpt; ν, λq :“ p1 ‹Kq pt, xq “ 2e
λ4 t
4ν Φ

˜

λ2

c

t

2ν

¸

´ 1 (2.18)

(see Lemma 5.1 for the second equality). In particular, by (2.8) we can write,

K pt, x; ν, λq “ G ν
2
pt, xq

ˆ

λ2

?
4πνt

`
λ4

4ν
pHpt : ν, λq ` 1q

˙

. (2.19)

We also apply the conventions of (2.15) to the kernel functions Ln pt, x; ν, λq and Hpt; ν, λq.
Let ¨ and ˝ denote time and space dummy variables, respectively. For τ ě t ą 0 and

x, y P R, define

Ipt, x, τ, y; ν, ς, λq :“λ2

ż t

0

dr

ż

R
dz

“

J2
0 pr, zq `

`

J2
0 p¨, ˝q ‹Kp¨, ˝; ν, λq

˘

pr, zq ` ς2 Hpr; ν, λq
‰

ˆGνpt´ r, x´ zqGνpτ ´ r, y ´ zq

`
λ2 ς2

ν
|x´ y|

˜

Φ

˜

|x´ y|
a

νpt` τq

¸

´ Φ

˜

|x´ y|
a

νpτ ´ tq

¸¸

` λ2 ς2
rpt` τqGν pt` τ, x´ yq ´ pτ ´ tqGν pτ ´ t, x´ yqs . (2.20)

When τ “ t in this formula, we set Φp|x´ y|{0q “ 1.

Theorem 2.4 (Existence, uniqueness and moments). Suppose that the function ρ is Lipschitz
continuous and satisfies (2.12), and µ PMHpRq. Then the stochastic integral equation (2.2)
has a random field solution u “ tupt, xq, pt, xq P R˚` ˆ Ru. Moreover:
(1) u is unique (in the sense of versions).
(2) pt, xq ÞÑ upt, xq is LppΩq-continuous for all integers p ě 2.
(3) For all even integers p ě 2, all τ ě t ą 0 and x, y P R,

||upt, xq||2p ď

#

J2
0 pt, xq `

`

J2
0 ‹K

˘

pt, xq ` ς2 Hptq, if p “ 2,

2J2
0 pt, xq `

´

2J2
0 ‹

rKp

¯

pt, xq ` ς2
rHpptq, if p ą 2,

(2.21)

and
E rupt, xqu pτ, yqs ď J0pt, xqJ0 pτ, yq ` Ipt, x, τ, y; ν, ς,Lρq . (2.22)

(4) If ρ satisfies (2.13), then for all τ ě t ą 0 and x, y P R,

||upt, xq||22 ě J2
0 pt, xq `

`

J2
0 ‹K

˘

pt, xq ` ς2 Hptq, (2.23)

and
E rupt, xqu pτ, yqs ě J0pt, xqJ0 pτ, yq ` Ipt, x, τ, y; ν, ς, lρq . (2.24)
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(5) In particular, if |ρpuq|2 “ λ2 pς2`u2q, then for all τ ě t ą 0 and x, y P R,

||upt, xq||22 “ J2
0 pt, xq `

`

J2
0 ‹K

˘

pt, xq ` ς2 Hptq, (2.25)

and
E rupt, xqu pτ, yqs “ J0pt, xqJ0 pτ, yq ` Ipt, x, τ, y; ν, ς, λq . (2.26)

This theorem will be proved in Section 3.3. We note that it is not clear if (2.21) holds
when p ą 2 is a real number but not an even integer. However, if k P t2, 3, ¨ ¨ ¨ u and
2pk ´ 1q ă p ď 2k, then ||upt, xq||2p ď ||upt, xq||

2
2k and (2.21) applies to ||upt, xq||22k.

Corollary 2.5 (Constant initial data). Suppose that |ρpuq|2 “ λ2pς2`u2q and µ is Lebesgue
measure. Then for all τ ě t ą 0 and x, y P R,

E rupt, xqu pτ, yqs “

1` p1` ς2
q

„

exp

ˆ

λ4t̄´ 2λ2|x´ y|

4ν

˙

erfc

ˆ

|x´ y| ´ λ2t̄

2pνt̄ q1{2

˙

´ erfc

ˆ

|x´ y|

2pνt̄ q1{2

˙

, (2.27)

where t̄ “ pt` τq{2, and

E
“

|upt, xq|2
‰

“ 1` p1` ς2
qHptq . (2.28)

Proof. In this case, J0pt, xq ” 1. Formula (2.28) follows from (2.25) and (2.18). By (2.26)
and using Lemma 5.9 to account for the last two terms in (2.20), we see that

E rupt, xqu pτ, yqs “ 1` λ2

ż t

0

dr

ż

R
dz

“

ς2
`1` p1` ς2

qHprq
‰

Gνpt´ r, x´ zqGν pτ ´ r, y ´ zq

“ 1` λ2
p1` ς2

q

ż t

0

pHprq ` 1qG2ν

ˆ

t` τ

2
´ r, x´ y

˙

dr,

and this last integral is evaluated by Lemma 5.6.

Remark 2.6. If ρpuq “ u (i.e., λ “ 1 and ς “ 0), then (2.28) recovers, in the case n “ 2, the
moment formulas of Bertini and Cancrini [3, Theorem 2.6]. As for the two-point correlation
function, [3, Corollary 2.4] states the integral formula

E rupt, xqu pt, yqs “
ż t

0

ds
|x´ y|
?
πνs3

exp

"

´
px´ yq2

4νs
`
t´ s

4ν

*

Φ

˜

c

t´ s

2ν

¸

. (2.29)

By Lemma 5.7 below, the integral is equal to

e
t´2|x´y|

4ν erfc
`

p4νtq´1{2
p|x´ y| ´ tq

˘

,

so their result differs from ours. The difference is a term

1´ erfc
`

p4νtq´1{2
|x´ y|

˘

“ erf
`

p4νtq´1{2
|x´ y|

˘

,

11



which vanishes when x “ y. However, for x ‰ y, this is not the case. For instance, as t tends
to zero, the correlation function should have a limit equal to one, while (2.29) has limit zero.
The argument in [3] should be modified as follows (we use the notation in their paper): (4.6)
on p.1398 should be

Eβ,10

«

exp

˜

Lξt pβq?
2ν

¸ff

“

ż t

0

PξpdsqEβ0
„

exp

ˆ

Lt´spβq
?

2ν

˙

` P pTξ ě tq.

The extra term P pTξ ě tq is equal to

ż 8

t

|ξ|
?

2πs3
exp

ˆ

´
ξ2

2s

˙

ds “ erf

ˆ

|ξ|
?

2t

˙

“ erf

ˆ

|x´ x1|
?

4νt

˙

.

With this term, (2.27) is recovered.

Example 2.7 (Higher moments for constant initial data). Suppose that µpdxq “ dx. Then
J0pt, xq ” 1. By (2.21),

Er|upt, xq|ps ď 2p´1
` 2p´1

`

2` ς2
˘p{2

exp

˜

a4
p,ς z

4
p p L4

ρ t

8ν

¸

.

Using (2.17) and (2.16), replace zp by 2
?
p, and ap,ς by 2. Thus mppxq ” mp ď 25 p3 L4

ρ {ν.

If ς “ 0, we can replace ap,ς by
?

2 instead of 2, which gives a slightly better bound:
mp ď 23p3 L4

ρ {ν. In particular, for the parabolic Anderson model ρpuq “ λu, we obtain

mp ď 23p3λ4{ν, which is consistent with Bertini and Cancrini’s formula: mp “
λ4

4!ν
ppp2 ´ 1q

(see [3, (2.40)]).

Corollary 2.8 (Dirac delta initial data). Suppose that |ρpuq|2 “ λ2pς2`u2q and µ is the
Dirac delta measure with a unit mass at zero. Then for all t ą 0 and x, y P R,

E rupt, xqu pt, yqs “ Gνpt, xqGν pt, yq ´ ς
2 erfc

ˆ

|x´ y|

2
?
νt

˙

`

ˆ

λ2

4ν
G ν

2

´

t,
x` y

2

¯

` ς2

˙

exp

ˆ

λ4t´ 2λ2|x´ y|

4ν

˙

erfc

ˆ

|x´ y| ´ λ2t

2
?
νt

˙

, (2.30)

and

E
“

|upt, xq|2
‰

“
1

λ2
Kpt, xq ` ς2 Hptq . (2.31)

This corollary is proved in Section 3.4.

Remark 2.9. If ρpuq “ u (i.e., λ “ 1 and ς “ 0), then (2.31) coincides with the result by
Bertini and Cancrini [3, (2.27)] (see also [4, 2]): E r|upt, xq|2s “ K pt, xq. As for the two-point
correlation function, Bertini and Cancrini gave the following integral (see [3, Corollary 2.5]):
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E rupt, xqu pt, yqs “
1

2πνt
exp

"

´
x2 ` y2

2νt

*
ż 1

0

ds
|x´ y|
?

4πνt

1
a

s3p1´ sq

ˆ exp

"

´
px´ yq2

4νt

1´ s

s

*

˜

1`

c

πtp1´ sq

ν
exp

"

t

2ν

1´ s

2

*

Φ

˜

c

tp1´ sq

2ν

¸¸

. (2.32)

This integral can be evaluated explicitly (see Lemma 5.8 below) and coincides with (2.30)
for ς “ 0 and λ “ 1.

Example 2.10 (Higher moments for delta initial data). Suppose that µ “ δ0 and ς “ 0.
Let p ě 2 be an even integer. Clearly, J0pt, xq ” Gνpt, xq. Then by (2.21) and (2.9),

E r|upt, xq|ps ď 2p´1Gp
νpt, xq ` 2pp´2q{2 L´pρ z´pp

ˇ

ˇ

ˇ

rKppt, xq
ˇ

ˇ

ˇ

p{2

.

It follows from (2.8) and (2.17) that for all x P R, mppxq ď L4
ρ z

4
p p{p2νq ď 23 p3 L4

ρ {ν. Note
that this upper bound is identical to the case of the constant initial data (Example 2.7).
Concerning the exponential growth indices, we see from (2.8) that

lim
tÑ`8

1

t
sup
|x|ąαt

logE r|upt, xq|ps ď ´
α2p

2ν
`

L4
ρ p z

4
p

2ν
, for all α ě 0.

Hence, λppq ď z2
p L2

ρ. Similarly, λp2q ě l2
ρ {2 after using (2.23). Therefore,

l2ρ
2
ď λppq ď

λppq ď z2
p L2

ρ for all even integers p ě 2. The same bounds are obtained for more general
initial data in Theorem 2.12.

The following proposition shows that initial data cannot be extended beyond measures.

Proposition 2.11. Suppose that µ “ δ
1

0 (the derivative of the Dirac delta measure at zero).
Let ρpuq “ λu (λ ‰ 0). Then (2.2) does not have a random field solution.

The proof of this proposition is given in Section 3.4.

2.2 Exponential Growth Indices

For β ě 0, define

Mβ
G pRq :“

"

µ PM pRq :

ż

R
eβ |x||µ|pdxq ă `8

*

.

Let M` pRq denote the set of non-negative Borel measures over R,

Mβ
G,` pRq “Mβ

G pRq XM` pRq and MH,` pRq “MH pRq XM` pRq .

Recall the definitions of λppq and λppq in (1.6) and (1.7).
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Theorem 2.12. (1) Suppose that |ρpuq|2 ě l2
ρ pς

2`u2q and p ě 2. If ς “ 0, then λppq ě l2
ρ {2

for all µ PMH,` pRq with µ ‰ 0; if ς ‰ 0, then λppq “ λppq “ `8, for all µ PMH,` pRq.
(2) If |ρpuq|2 ď L2

ρ pς
2`u2q with ς “ 0 (which implies ς “ ς “ 0) and µ PMβ

G pRq for some
β ą 0, then for all even integers p ě 2,

λppq ď

#

β ν
2
`

z4p L
4
ρ

2ν β
, if 0 ď β ă ν´1z2

p L2
ρ,

z2
p L2

ρ , if β ě ν´1z2
p L2

ρ .

In addition,

λp2q ď

#

β ν
2
`

L4
ρ

8ν β
, if 0 ď β ă

L2
ρ

2ν
,

1
2

L2
ρ , if β ě

L2
ρ

2ν
.

(3) Suppose that |ρpuq|2 “ λ2 pς2`u2q, λ ‰ 0. If ς “ 0 and β ě λ2

2ν
, then λp2q “ λp2q “ λ2{2

for all µ PMβ
G,` pRq with µ ‰ 0; if ς ‰ 0, then λppq “ λppq “ `8 for all µ PMH,` pRq and

p ě 2.

This theorem generalizes the results in [10] in several regards: (i) more general initial
data are allowed; (ii) both non trivial upper bounds and lower bounds are given (compare
with [10, Theorem 1.1]) for the Laplace operator case; (iii) for the parabolic Anderson model,
the exact transition is proved (see Theorem 1.3 and the first open problem in [10]) for n “ 2
and the Laplace operator case; (iv) our discussions above cover the case where ρp0q ‰ 0.
The lower bounds are proved in Section 4.1, the upper bounds in Section 4.2.

Example 2.13 (Delta initial data). Suppose that ς “ ς “ 0. Clearly, δ0 P Mβ
G,` pRq for

all β ě 0. Hence, the above theorem implies that for all even integers k ě 2,
l2ρ
2
ď λpkq ď

λpkq ď z2
k L2

ρ, which recovers the bounds in Example 2.10.

Proposition 2.14. Consider the parabolic Anderson model ρpuq “ λu, λ ‰ 0, with the
initial data µpdxq “ e´β |x|dx (β ą 0). Then

λp2q “ λp2q “

#

β ν
2
` λ4

8β ν
if 0 ă β ď λ2

2 ν
,

λ2

2
if β ě λ2

2 ν
.

(2.33)

This proposition shows that for all β P s0,`8s, the exact phase transition occurs, and
hence our upper bounds for λp2q in Theorem 2.12 are sharp. See Section 4.3 for the proof.

3 Proof of Existence, Uniqueness and Moment Esti-

mates

3.1 Some Criteria for Predictable Random Fields

A random field tZpt, xqu is called elementary if we can write Zpt, xq “ Y 1sa,bsptq1Apxq, where
0 ď a ă b, A Ă R is an interval, and Y is an Fa–measurable random variable. A simple
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process is a finite sum of elementary random fields. The set of simple processes generates
the predictable σ-field on R`ˆRˆΩ, denoted by P . For p ě 2 and X P L2 pR` ˆ R, LppΩqq,
set

||X||2M,p :“

ĳ

R˚`ˆR

||X ps, yq||2p dsdy ă `8 . (3.1)

When p “ 2, we write ||X||M instead of ||X||M,2. In [35],
ť

XdW is defined for predictable
X such that ||X||M ă `8. However, the condition of predictability is not always so easy to
check, and as in the case of ordinary Brownian motion [7, Chapter 3], it is convenient to be
able to integrate elements X that are merely jointly measurable and adapted. For this, let
Pp denote the closure in L2 pR` ˆ R, LppΩqq of simple processes. Clearly, P2 Ě Pp Ě Pq for
2 ď p ď q ă `8, and according to Itô’s isometry,

ť

XdW is well-defined for all elements of
P2. The next proposition gives easily verifiable conditions for checking that X P P2.

Proposition 3.1. Suppose that for some t ą 0 and p P r2,`8r , a random field X “

tX ps, yq , ps, yq P s0, trˆRu has the following properties:

(i) X is adapted, i.e., for all ps, yq P s0, trˆR, X ps, yq is Fs–measurable;

(ii) X is jointly measurable with respect to Bp s0, tr ˆRq ˆ F ;

(iii)
ˇ

ˇ

ˇ

ˇXp¨, ˝q1s0,trp¨q
ˇ

ˇ

ˇ

ˇ

M,p
ă `8.

Then Xp¨, ˝q 1s0,trp¨q belongs to P2.

Proof. Step 1. We first prove this proposition with (ii) replaced by

(ii’) For all ps, yq P s0, trˆR, ||Xps, yq||p ă `8 and the function ps, yq ÞÑ X ps, yq from
s0, tr ˆR into LppΩq is continuous.

Fix ε ą 0 with ε ď t{3. Since
ˇ

ˇ

ˇ

ˇXp¨, ˝q1s0,trp¨q
ˇ

ˇ

ˇ

ˇ

M,p
ă `8, choose a “ apεq ą maxpt, 2{tq large

enough so that
ĳ

pr1{a,t´1{asˆr´a,asqc

||X ps, yq||2p 1s0,trpsqdsdy ă ε.

Due to the LppΩq-continuity hypothesis in (ii’), we can choose n P N large enough so that
for all ps1, y1q, ps2, y2q P rε, t´ εs ˆ r´a, as,

max t|s1 ´ s2|, |y1 ´ y2|u ď
t´ 2{a

n
ñ ||Xps1, y1q ´Xps2, y2q||p ă

ε

a
.

Choose m P N large enough so that a{m ď pt´2{aq{n. Set tj “
jpt´2{aq

n
` 1
a

with j P t0, . . . , nu
and xi “

ia
m
´ a with i P t0, . . . , 2mu. Then define

Xn,mpt, xq “
n´1
ÿ

j“0

2m´1
ÿ

i“0

Xptj, xiq1stj ,tj`1sptq1sxi,xi`1spxq .
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Since X is adapted, Xptj, xiq is Ftj -measurable, and so Xn,m is predictable, and clearly,
Xn,m P Pp. Since Xn,mpt, xq vanishes outside of the rectangle r1{a, t´1{asˆ r´a, as, we have

ˇ

ˇ

ˇ

ˇX1s0,ts ´Xn,m

ˇ

ˇ

ˇ

ˇ

2

M,p
“

ĳ

pr1{a,t´1{asˆr´a,asqc

||X ps, yq||2p 1s0,trpsqdsdy

`

n´1
ÿ

j“0

2m´1
ÿ

i“0

ż tj`1

tj

ż xi`1

xi

||Xptj, xiq ´X ps, yq||
2
p dsdy

ďε`
n´1
ÿ

j“0

2m´1
ÿ

i“0

ż tj`1

tj

ż xi`1

xi

ε2

a2
dsdy

“ε` ε2
2at´ 4

a2
ď ε`

2ε2t

a
ď ε` 2ε2.

Therefore, Xp¨, ˝q1s0,trp¨q P Pp Ď P2.
Step 2. Now we prove this proposition under (ii), assuming that X is bounded. Take a

ψ P C8c pR2q, non-negative, such that supp pψq Ă s0, trˆs ´ 1, 1r and
ť

R2 ψ ps, yq dsdy “ 1.

Let ψn ps, yq :“ n2ψpns, nyq for each n P N˚, and rXn ps, yq :“ pψn ‹Xq ps, yq for all ps, yq P
s0, trˆR. Note that when we do the convolution in time, X ps, yq is understood to be zero
for s R s0, tr.

We shall first prove that rXnp¨, ˝q1s0,trp¨q P P2 for all n P N˚ and
ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

rXnp¨, ˝q 1s0,tr

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

M,2
ď
ˇ

ˇ

ˇ

ˇXp¨, ˝q 1s0,tr
ˇ

ˇ

ˇ

ˇ

M,2
ă `8 . (3.2)

The inequality (3.2) is true since, by Hölder’s inequality,

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

rXnp¨, ˝q1s0,trp¨q
ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

2

M,2
ď

ĳ

r0,tsˆR

dsdy

ĳ

R2

E
`

X2
pu, zq

˘

ψnps´ u, y ´ zqdudz,

which is less than
ˇ

ˇ

ˇ

ˇXp¨, ˝q1s0,trp¨q
ˇ

ˇ

ˇ

ˇ

2

M,2
and is finite by Property (iii).

The condition that supp pψq Ă R˚` ˆ R, together with the joint measurability of X,

ensures that rXn is still adapted. The sample path continuity of rXn in both the space and
time variables implies L2pΩq-continuity, thanks to the boundedness of X. Hence, we can

apply Step 1 to conclude that rXnp¨, ˝q1s0,trp¨q P P2, for all n P N˚.
Property (iii) implies that there is Ω1 Ď Ω such that P pΩ1q “ 1 and for all ω P Ω1,

Xp¨, ˝, ωq P L2ps0, trˆRq. Now fix ω P Ω1. Then

lim
nÑ`8

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

rXnp¨, ˝, ωq ´Xp¨, ˝, ωq
ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

L2ps0,trˆRq
“ 0,

and
ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

rXnp¨, ˝, ωq
ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

L2ps0,trˆRq
ď ||Xp¨, ˝, ωq||L2ps0,trˆRq

16



(see, e.g., [1, Theorem 2.29 (c)]). Thus, by Lebesgue’s dominated convergence theorem,
which applies by (iii),

lim
nÑ8

E
„

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

rXnp¨, ˝q ´Xp¨, ˝q
ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

2

L2ps0,trˆRq



“ 0.

We conclude that Xp¨, ˝q1s0,trp¨q P P2.
Step 3. Now we consider a general X satisfying (i), (ii) and (iii). For M ą 0, denote

XM
ps, y, ωq1s0,trpsq “

#

Xps, y, ωq1s0,trpsq if |Xps, y, ωq| ďM ,

0 otherwise.

Since each XMp¨, ˝q1s0,trp¨q is bounded, satisfies (i), (ii) and (iii), and XMp¨, ˝q1s0,trp¨q Ñ
Xp¨, ˝q1s0,trp¨q in ||¨||M,2 as M Ñ `8 (by Lebesgue’s dominated convergence theorem), we
conclude from Step 2 that Xp¨, ˝q1s0,trp¨q P P2.

Remark 3.2. The step 1 in the proof of Proposition 3.1 is an extension (but specialized
to space-time white noise) of Dalang and Frangos’s result in [14, Proposition 2], since the
second moment of X can explode at s “ 0 or s “ t.

3.2 Lp-bounds on Stochastic Convolutions

We will need an extension of [10, Lemma 2.4] to allow all adapted, jointly measurable and
integrable random fields (see also [20, Lemma 3.4]).

Lemma 3.3. Let Gps, yq be a deterministic measurable function from R˚` ˆ R to R and let
Z “

`

Z ps, yq , ps, yq P R˚` ˆ R
˘

be a process with the following properties:

(1) Z is adapted and jointly measurable with respect to BpR˚` ˆ Rq ˆ F ;

(2) E
”

ť

r0,tsˆR G2 pt´ s, x´ yqZ2 ps, yq dsdy
ı

ă 8, for all pt, xq P R` ˆ R.

Then for each pt, xq P R` ˆ R, the random field ps, yq P s0, trˆR ÞÑ G pt´ s, x´ yqZ ps, yq
belongs to P2 and so the stochastic convolution

´

G ‹ Z 9W
¯

pt, xq :“

ĳ

r0,tsˆR

G pt´ s, x´ yqZ ps, yqW pds, dyq (3.3)

is a well-defined Walsh integral and the random field G ‹ Z 9W is adapted. Moreover, for all
even integers p ě 2 and pt, xq P R` ˆ R,

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

´

G ‹ Z 9W
¯

pt, xq
ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

2

p
ď z2

p ||Gpt´ ¨, x´ ˝qZp¨, ˝q||2M,p .
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We note that [10] assumes that Z is predictable. However, using Proposition 3.1, the
proof of this lemma is the same as that of [10].

Proposition 3.4. Suppose that for some even integer p P r2,`8r , a random field Y “
`

Y pt, xq, pt, xq P R˚` ˆ R
˘

has the following three properties:

(i) Y is adapted;

(ii) Y is jointly measurable with respect to B
`

R˚` ˆ R
˘

ˆ F ;

(iii) for all pt, xq P R˚` ˆ R, ||Gνpt´ ¨, x´ ˝qY p¨, ˝q||
2
M,p ă `8.

Then for all pt, xq P R˚` ˆ R, Gνpt´ ¨, x´ ˝qY p¨, ˝q P P2 and the random field

wpt, xq “

ĳ

s0,trˆR

Gν pt´ s, x´ yqY ps, yqW pds, dyq

has the property that if Y has locally bounded p-th moments, that is, for K Ă R˚`ˆR compact,

sup
pt,xqPK

||Y pt, xq||p ă `8, (3.4)

which is the case if Y is LppΩq-continuous, then w is LppΩq-continuous on R˚` ˆ R.

Before proving this proposition, we need the following proposition.

Proposition 3.5. There are three universal constants C1 “ 1, C2 “
?

2´1?
π

, and C3 “
1?
π

,
such that for all s, t with 0 ď s ď t and x P R,

ż t

0

dr

ż

R
dz rGνpt´ r, x´ zq ´Gνpt´ r, y ´ zqs

2
ď
C1

ν
|x´ y| , (3.5)

ż s

0

dr

ż

R
dz rGνpt´ r, x´ zq ´Gνps´ r, x´ zqs

2
ď
C2
?
ν

?
t´ s , (3.6)

ż t

s

dr

ż

R
dz rGνpt´ r, x´ zqs

2
ď
C3
?
ν

?
t´ s , (3.7)

ĳ

R`ˆR

pGνpt´ r, x´ zq ´Gνps´ r, y ´ zqq
2 drdz ď 2C1

˜

|x´ y|

ν
`

a

|t´ s|
?
ν

¸

,

where we use the convention that Gνpt, ¨q ” 0 if t ď 0.

Remark 3.6. Similar estimates can be found in e.g., [33, Lemma 6.2] and [23, Theorem
6.7]. The above is a slight improvement because all three constants are best possible. Since
the values of these constants are not essential here, we refer to [6, Proposition 2.3.9] for the
proof. Note that C1 “ 1 was not obtained in this reference, but with a slight change in the
last lines of the proof of [6, Proposition 2.3.9(i)], the value C1 “ 1 can be obtained, and this
is optimal.
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Proof of Proposition 3.4. Fix pt, xq P R˚`ˆR. Clearly, X “ pXps, yq, ps, yq P s0, tr ˆRq with
X ps, yq “ Y ps, yqGν pt´ s, x´ yq satisfies all conditions of Proposition 3.1. This implies
that for all pt, xq P R˚`ˆR, Y p¨, ˝qGνpt´¨, x´˝q P P2. Hence wpt, xq is a well-defined Walsh
integral and the resulting random field is adapted to the filtration tFs, s ě 0u.

Now we shall prove the LppΩq-continuity. Fix pt, xq P R˚` ˆ R. Let Bt,x and a denote
respectively the set and the constant defined in Proposition 5.3. We assume that pt1, x1q P
Bt,x. Denote

p t˚, x˚ q “

#

pt1, x1q if t1 ď t,

pt, xq if t1 ą t,
and

`

t̂, x̂
˘

“

#

pt, xq if t1 ď t.

pt1, x1q if t1 ą t.

Set Ka “ r1{a, t` 1s ˆ r´a, as. Let Aa “ supps,yqPKa ||Y ps, yq||
2
p, which is finite by (3.4). By

Lemma 3.3, we have

||wpt, xq ´ w pt1, x1q||
p
p

ď 2p´1zpp

ˆ
ż t˚

0

ż

R
||Y ps, yq||2p pGνpt´ s, x´ yq ´Gνpt

1
´ s, x1 ´ yqq

2
dsdy

˙p{2

` 2p´1zpp

˜

ż t̂

t˚

ż

R
||Y ps, yq||2pG

2
ν

`

t̂´ s, x̂´ y
˘

dsdy

¸p{2

ď 2p´1zpp pL1 pt, t
1, x, x1qq

p{2
` 2p´1zpp pL2 pt, t

1, x, x1qq
p{2

.

We first consider L1. Write L1 “ L1,1 pt, t
1, x, x1q ` L1,2 pt, t

1, x, x1q, where

L1,1 pt, t
1, x, x1q “

ĳ

pr0,t˚sˆRqzKa

||Y ps, yq||2p pGν pt´ s, x´ yq ´Gν pt
1
´ s, x1 ´ yqq

2
dsdy,

L1,2 pt, t
1, x, x1q “

ĳ

pr0,t˚sˆRqXKa

||Y ps, yq||2p pGν pt´ s, x´ yq ´Gν pt
1
´ s, x1 ´ yqq

2
dsdy.

By Proposition 5.3,

sup
pt1,x1qPBt,x

pGν pt´ s, x´ yq ´Gνpt
1
´ s, x1 ´ yqq

2
ď 4G2

νpt` 1´ s, x´ yq, (3.8)

for all s P r0, t1s and |y| ě a. Moreover,
ĳ

pr0,t˚sˆRqzKa

||Y ps, yq||2p G
2
νpt` 1´ s, x´ yqdsdy ď ||Y p¨, ˝qGνpt` 1´ ¨, x´ ˝q||2M,p ă `8.

Therefore, Lebesgue’s dominated convergence theorem implies that

lim
pt1,x1qÑpt,xq

L1,1 pt, t
1, x, x1q “ 0.
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By Proposition 3.5, for some constant C ą 0 depending only on ν,

L1,2 pt, t
1, x, x1q ď Aa

ĳ

pr0,t˚sˆRqXKa

pGν pt´ s, x´ yq ´Gνpt
1
´ s, x1 ´ yqq

2
dsdy

ď AaC
´

|x´ x1| `
a

|t´ t1|
¯

.

Therefore, limpt1,x1qÑpt,xq L1 pt
1, t, x, x1q “ 0.

Now let us consider L2. Decompose L2 into L2,1 pt, t
1, x, x1q ` L2,2 pt, t

1, x, x1q, where

L2,1 pt, t
1, x, x1q “

ĳ

prt˚,t̂ sˆRqzKa

||Y ps, yq||2pGν

`

t̂´ s, x̂´ y
˘2

dsdy,

L2,2 pt, t
1, x, x1q “

ĳ

prt˚,t̂ sˆRqXKa

||Y ps, yq||2pGν

`

t̂´ s, x̂´ y
˘2

dsdy.

The proof that limpt1,x1qÑpt,xq L2,1 pt, t
1, x, x1q “ 0 is the same as for L1,1, except that (3.8)

must be replaced by

sup
pt1,x1qPBt,x

G2
ν

`

t̂´ s, x̂´ y
˘

ď G2
νpt` 1´ s, x´ yq.

The proof for L2,2 is similar to L1,2: by Proposition 3.5,

L2,2 pt, t
1, x, x1q ď Aa

ż t̂

t˚

ds

ż

R
G2
ν

`

t̂´ s, x̂´ y
˘

dy ď AaC
a

|t1 ´ t| Ñ 0,

as pt1, x1q Ñ pt, xq. Therefore, limpt1,x1qÑpt,xq L2 pt
1, t, x, x1q “ 0, which completes the proof.

We will need deterministic integral inequalities for the moments of the solution to (2.2).
Define bp “ 1 if p “ 2 and bp “ 2 if p ą 2. Recall the formula L0 defined in (2.3) and define

the associated functions L0 and rL0,p using the convention (2.15).

Lemma 3.7. Suppose that fpt, xq is a deterministic function and ρ satisfies the growth
condition (2.12). If the random fields w and v satisfy, for all t ą 0 and x P R,

wpt, xq “ fpt, xq `

ĳ

r0,tsˆR

Gν pt´ s, x´ yq ρpv ps, yqqW pds, dyq,

where we assume that Gνpt´ ¨, x´ ˝qρpvp¨, ˝qq P P2, then for all even integers p ě 2,

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

´

Gν ‹ ρpvq 9W
¯

pt, xq
ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

2

p
ď z2

p ||Gνpt´ ¨, x´ ˝qρpvp¨, ˝qq||
2
M,p
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ď
1

bp

´´

ς2
` ||v||2p

¯

‹ rL0,p

¯

pt, xq .

In particular,

||wpt, xq||2p ď bp f
2
pt, xq `

´´

ς2
` ||v||2p

¯

‹ rL0,p

¯

pt, xq,

and, assuming (2.13),

||wpt, xq||22 ě f 2
pt, xq `

´´

ς2
` ||v||2p

¯

‹ L0

¯

pt, xq. (3.9)

Proof. For p “ 2, by the Itô isometry, (2.12), and the fact that a2,ς “ 1 and z2 “ 1,

||wpt, xq||22 ď f 2
pt, xq `

´

`

ς2
` ||v||22

˘

‹ rL0,2

¯

pt, xq,

and (3.9) is obtained similarly. Now we consider the case p ą 2. Clearly,

||wpt, xq||2p ď 2|fpt, xq|2 ` 2
ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

´

Gν ‹ ρpvq 9W
¯

pt, xq
ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

2

p
.

By Lemma 3.3, we have that

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

´

Gν ‹ ρpvq 9W
¯

pt, xq
ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

2

p
ď z2

p ||Gνpt´ ¨, x´ ˝qρpvp¨, ˝qq||
2
M,p .

If ς “ 0, then ||ρpv ps, yqq||2p ď L2
ρ ||v ps, yq||

2
p. Otherwise, by (2.12) and subadditivity of the

function x ÞÑ |x|2{p,

||ρpv ps, yqq||2p ď L2
ρ 2pp´2q{p

´

ς2
` ||v ps, yq||2p

¯

.

Combining these two cases proves that

z2
pbp ||Gνpt´ ¨, x´ ˝qρpvp¨, ˝qq||

2
M,p

ď z2
p L2

ρ a
2
p,ς

ĳ

r0,tsˆR

G2
ν pt´ s, x´ yq

´

ς2
` ||v ps, yq||2p

¯

dsdy

“

´”

ς2
` ||vp¨, ˝q||2p

ı

‹ rL0,p

¯

pt, xq,

because a2
p,0 “ bp, and a2

p,ς “ 2
p´2
p
`1
“ 22pp´1q{p for ς ‰ 0 and p ą 2.

3.3 Proof of Theorem 2.4

We begin by stating two lemmas.
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Lemma 3.8. The solution pt, xq ÞÑ J0pt, xq to the homogeneous equation (2.1) with µ P
MHpRq is smooth: J0 P C

8
`

R˚` ˆ R
˘

. If, in addition, µpdxq “ fpxqdx, where f is con-
tinuous, then J0 P C8

`

R˚` ˆ R
˘

X C pR` ˆ Rq, and if f is α-Hölder continuous, then
J0 P C

8
`

R˚` ˆ R
˘

X Cα{2,α pR` ˆ Rq.

Proof. The property J0 P C
8
`

R˚` ˆ R
˘

is a slight extension of standard results (see [22,
(1.14) on p. 210]). For more details, we refer the interested reader to [6, Section 2.6]. We
only show here that J0 P Cα{2,α pR` ˆ Rq if µpdxq “ fpxqdx and f is α-Hölder continuous.
Fix pt, xq and pt1, x1q P R` ˆR with t1 ą t. By changing variables appropriately, we see that

J0pt, xq ´ J0pt
1, x1q “

ż

R
Gνp1, zq

´

f
´

x´
?
tz
¯

´ f
´

x´
?
t1z

¯¯

dz.

By the Hölder continuity of f , for some constants C and C 1,

|J0pt, xq ´ J0pt
1, xq| ď C

ˇ

ˇ

ˇ

?
t´

?
t1
ˇ

ˇ

ˇ

α
ż

R
Gνp1, zq|z|

αdz ď C 1 |t1 ´ t|
α{2

.

Spatial increments are treated similarly.

If the initial data is such that J2
0 pt, xq is a constant v2, e.g., µpdxq “ vdx, then pJ2

0 ‹Kq pt, xq “
pv2 ‹Kq pt, xq “ v2Hptq. Clearly,

`

v2
‹ L0

˘

pt, xq “ v2λ2

ż t

0

ds
1

?
4πνs

ż

R
dy G ν

2
ps, yq “ v2λ2

c

t

πν
. (3.10)

For general J2
0 pt, xq, we have the following.

Lemma 3.9. Fix µ P MHpRq. Suppose Kpt, xq “ Gν{2pt, xqhptq for some non-negative
function hptq. Then for all pt, xq P R˚` ˆ R,

`

J2
0 ‹K

˘

pt, xq ď 2
?
t |J˚0 p2t, xq|

2

ż t

0

hpt´ sq
?
s

ds , (3.11)

where J˚0 pt, xq “ pGνpt, ¨q ˚ |µ|q pxq. In particular, for all pt, xq P R˚` ˆ R,

`

J2
0 ‹K

˘

pt, xq ď λ2
a

πt{ν |J˚0 p2t, xq|
2

ˆ

1` 2 exp

ˆ

λ4t

4ν

˙˙

ă `8, (3.12)

`

J2
0 ‹ L0

˘

pt, xq ď λ2
a

πt{ν |J˚0 p2t, xq|
2
ă `8 . (3.13)

Proof. Assume that µ ě 0. Write J2
0 ps, yq as a double integral:

`

J2
0 ‹K

˘

pt, xq “

ż t

0

ds

ż

R
dy

ĳ

R2

Gνps, y ´ z1qGνps, y ´ z2q
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ˆG ν
2
pt´ s, x´ yqhpt´ sq µpdz1qµpdz2q . (3.14)

Then apply Lemma 5.4 to Gνps, y´z1qGνps, y´z2q and integrate over y using the semigroup
property of the heat kernel and setting z̄ “ pz1 ` z2q{2:

`

J2
0 ‹K

˘

pt, xq “

ż t

0

ds

ĳ

R2

G2νps, z2 ´ z1qG ν
2
pt, x´ z̄qhpt´ sq µpdz1qµpdz2q. (3.15)

Applying Lemma 5.5 and then integrating over z1 and z2 proves (3.11). For a signed measure
µ, simply replace µ by |µ|. The inequality (3.13) is proved by choosing hptq “ λ2p4πνtq´1{2.

Finally, (3.12) follows from (3.11) by taking hptq “ 1?
4πνt

` λ2

2ν
e
λ4t
4ν and then using the change

of variable s “ u2{a to see that

ż t

0

eapt´sq
?
s

ds “
a

π{a eaterf
´?

at
¯

ď
a

π{a eat, a ą 0. (3.16)

This completes the proof.

Comparing the proofs of (3.12) and (3.13), we can see that pJ2
0 ‹Kq pt, xq ă 8 if and

only if pJ2
0 ‹ L0q pt, xq ă 8: the main issue is the integrability around t “ 0 caused by the

factor 1?
t

in L0.

Proof of Theorem 2.4. Fix an even integer p ě 2.

Step 1. Define u0pt, xq “ J0pt, xq. By Lemma 3.8, u0pt, xq is a well-defined and continuous
function over pt, xq P R˚`ˆR. We shall now apply Proposition 3.4 with Y “ ρpu0q. We check
the three properties that it requires. Properties (i) and (ii) are trivially satisfied since Y is
deterministic and continuous over R˚` ˆ R. Property (iii) is also true since, by Lemma 3.7,

bp z
2
p ||ρ pu0p¨, ˝qqGνpt´ ¨, x´ ˝q||

2
M,p ď

´

“

ς2
`J2

0

‰

‹ rL0,p

¯

pt, xq , (3.17)

which is finite by (3.10) and Lemma 3.9. Hence, the following Walsh integral is well defined
and is an adapted random field

I1pt, xq “

ĳ

r0,tsˆR

ρ pu0 ps, yqqGν pt´ s, x´ yqW pds, dyq .

The continuity of the deterministic function ps, yq ÞÑ ρpu0 ps, yqq implies its local LppΩq-
boundedness (in the sense of (3.4)). So pt, xq ÞÑ I1pt, xq is LppΩq-continuous on R˚` ˆ R by
Proposition 3.4.

Define u1pt, xq “ J0pt, xq ` I1pt, xq. Since J0pt, xq is continuous on R˚` ˆ R, u1pt, xq is
LppΩq-continuous on R˚` ˆ R. Now we estimate its moments. By Itô’s isometry,

||I1pt, xq||
2
2 “ ||ρ pu0p¨, ˝qqGνpt´ ¨, x´ ˝q||

2
M,2 ,
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which equals prς2`J2
0 s ‹ L0q pt, xq for the quasi-linear case (2.14), and is bounded from above

(see (3.17) with b2z
2
2 “ 1) and below (if ρ additionally satisfies (2.13)), in which case

`“

ς2
`J2

0

‰

‹ L0

˘

pt, xq ď ||I1pt, xq||
2
2 ď

`“

ς2
`J2

0

‰

‹ L0

˘

pt, xq .

Since J0pt, xq is deterministic and since E rI1pt, xqs “ 0, ||u1pt, xq||
2
2 “ J2

0 pt, xq ` ||I1pt, xq||
2
2,

and by Lemma 3.7,

||u1pt, xq||
2
p ď bpJ

2
0 pt, xq `

´

`

ς2
`J2

0

˘

‹ rL0,p

¯

pt, xq

ď bpJ
2
0 pt, xq `

´

`

ς2
`bp J

2
0

˘

‹ rKp

¯

pt, xq,

since bp ě 1 and rL0,p ď rKp by (2.5).
In summary, u1 is a well-defined random field that satisfies (with k “ 1) the four prop-

erties (1)–(4) described just below in Step 2.

Step 2. Assume by induction that for all k ď n and pt, xq P R˚` ˆ R, the Walsh integral

Ikpt, xq “

ĳ

r0,tsˆR

ρ puk´1 ps, yqqGν pt´ s, x´ yqW pds, dyq

is well defined such that

(1) uk :“ J0 ` Ik is adapted to the filtration tFtutą0.

(2) the function pt, xq ÞÑ ukpt, xq from R˚` ˆ R into LppΩq is continuous.

(3) E ru2
kpt, xqs “ J2

0 pt, xq `
řk´1
i“0 prς

2`J2
0 s ‹ Liq pt, xq for the quasi-linear case and it is

bounded from above and below (if ρ satisfies (2.13)) by

J2
0 pt, xq`

k´1
ÿ

i“0

`“

ς2
`J2

0

‰

‹ Li
˘

pt, xq ď E
“

u2
kpt, xq

‰

ď J2
0 pt, xq`

k´1
ÿ

i“0

`“

ς2
`J2

0

‰

‹ Li
˘

pt, xq.

(4) ||ukpt, xq||
2
p ď bp J

2
0 pt, xq `

´

pς2`bp J
2
0 q ‹

rKp

¯

pt, xq.

We are now going to define un`1pt, xq. We shall apply Proposition 3.4 again, with
Y ps, yq “ ρ pun ps, yqq, by verifying the three properties that it requires. Properties (i)
and (ii) are clearly satisfied by the induction assumptions (1) and (2). By Lemma 3.7 and
the induction assumptions, we establish Property (iii):

bp z
2
p ||ρ punp¨, ˝qqGνpt´ ¨, x´ ˝q||

2
M,p ď

´´

ς2
` ||un||

2
p

¯

‹ rL0,p

¯

pt, xq

ď

´”

ς2
`bp J

2
0 `

`

ς2
`bp J

2
0

˘

‹ rKp

ı

‹ rL0,p

¯

pt, xq
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“

´

“

ς2
`bp J

2
0

‰

‹ rKp

¯

pt, xq, (3.18)

by (2.9), and this is finite by Lemma 3.9.
Hence, for all pt, xq P R˚` ˆ R, ρ punp¨, ˝qqGνpt´ ¨, x´ ˝q P Pp and the Walsh integral

In`1pt, xq “

ĳ

r0,tsˆR

ρ pun ps, yqqGν pt´ s, x´ yqW pds, dyq

is a well-defined and adapted random field. By assumption (2), ps, yq ÞÑ ρpun ps, yqq is LppΩq-
continuous, so Proposition 3.4 implies that pt, xq ÞÑ In`1pt, xq is also LppΩq–continuous.
Define

un`1pt, xq “ J0pt, xq ` In`1pt, xq.

Now we estimate the moments of un`1pt, xq. By Lemma 3.7 and (3.18),

||un`1pt, xq||
2
p ď bp J

2
0 pt, xq `

´

`

ς2
`bp J

2
0

˘

‹ rKp

¯

pt, xq.

As for the second moment, by Lemma 3.7,

J2
0 pt, xq `

`“

ς2
` ||un||

2
2

‰

‹ L0

˘

pt, xq ď Eru2
n`1pt, xqs ď J2

0 pt, xq `
`“

ς2
` ||un||

2
2

‰

‹ L0

˘

pt, xq.

Substituting the bounds from induction assumption (3) gives

J2
0 pt, xq `

n
ÿ

i“0

`“

ς2
`J2

0

‰

‹ Li
˘

pt, xq ď Eru2
n`1pt, xqs ď J2

0 pt, xq `
n
ÿ

i“0

`“

ς2
`J2

0

‰

‹ Li
˘

pt, xq.

In the quasi-linear case, the inequalities become the equality

Eru2
n`1pt, xqs “ J2

0 pt, xq `
n
ÿ

i“0

`“

ς2
`J2

0

‰

‹ Li
˘

pt, xq.

Therefore, the four properties (1) – (4) also hold for k “ n` 1.

Step 3. We claim that for all pt, xq P R˚` ˆ R, the sequence tunpt, xqunPN is a Cauchy
sequence in LppΩq, and we will use upt, xq to denote its limit. To prove this claim, define
Fnpt, xq “ ||un`1pt, xq ´ unpt, xq||

2
p. For n ě 1, by Lemma 3.3 and the Lipschitz continuity

of ρ,

Fnpt, xq ď
´

Fn´1 ‹ qL0,p

¯

pt, xq, with qL0,ppt, xq :“ L0

`

t, x; ν, zp max
`

Lipρ, ap,ς Lρ
˘˘

.

By analogy with the convention (2.15), the functions qLn,ppt, xq and qKpt, xq are defined by

the same parameters as qL0,ppt, xq. For the case n “ 0, we need to use the linear growth
condition (2.12) instead: By Lemma 3.7,

F0pt, xq ď
´

“

ς2
`J2

0

‰

‹ rL0,p

¯

pt, xq ď
´

“

ς2
`J2

0

‰

‹ qL0,p

¯

pt, xq.
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Then apply the above relation recursively:

Fnpt, xq ď
´

Fn´1 ‹ qL0,p

¯

pt, xq ď ¨ ¨ ¨ ď
´

“

ς2
`J2

0

‰

‹ qLn,p
¯

pt, xq ď
´

“

ς2
`J2

0

‰

‹ qL0,p

¯

pt, xqBnptq,

by (2.7). Now by Proposition 2.2, for all pt, xq P R˚` ˆ R fixed and all m P N˚,

8
ÿ

i“0

|Fipt, xq|
1{m

ď

ˇ

ˇ

ˇ

´

“

ς2
`J2

0

‰

‹ qL0,p

¯

pt, xq
ˇ

ˇ

ˇ

1{m 8
ÿ

i“0

|Biptq|
1{m

ă `8,

which proves that tunpt, xqunPN is a Cauchy sequence in LppΩq by taking m “ 2.
The moments estimates (2.21), (2.23) and (2.25) can be obtained simply by letting nÑ

`8 in the conclusions (3) and (4) of the previous Step and using (2.5) and (2.18). Now let
us prove the LppΩq-continuity. For all a ą 0, set Ka :“ r1{a, as ˆ r´a, as. Since Bnptq is
nondecreasing, the above LppΩq limit is uniform over Ka because

8
ÿ

i“0

sup
pt,xqPKa

|Fipt, xq|
1{m

ď

˜

8
ÿ

i“0

|Bipaq|
1{m

¸

sup
pt,xqPKa

ˇ

ˇ

ˇ

´

“

ς2
`J2

0

‰

‹ qL0,p

¯

pt, xq
ˇ

ˇ

ˇ

1{m

.

By (3.10), (3.13) and the continuity of pt, xq ÞÑ J˚0 p2t, xq over R˚` ˆ R (see Lemma 3.8), we

see that the r.h.s. is finite. Hence
ř8

i“0 suppt,xqPKa |Fipt, xq|
1{m

ă `8, which implies that the
function pt, xq ÞÑ upt, xq from R˚`ˆR into LppΩq is continuous over Ka since each unpt, xq is
so. As a can be arbitrarily large, we have then proved the LppΩq-continuity of pt, xq ÞÑ upt, xq
over R˚` ˆ R.

The following inequality, which will be used in Step 4, is a direct consequence of the
upper bound (4) of Step 2 and (2.9):

´”

ς2
` ||u||2p

ı

‹ rL0,p

¯

pt, xq ď
´

“

ς2
`bp J

2
0

‰

‹ rKp

¯

pt, xq . (3.19)

Step 4 (Verifications). Now we shall verify that tupt, xq, pt, xq P R˚` ˆ Ru defined in
the previous step is indeed a solution to the stochastic integral equation (2.2) in the sense
of Definition 2.1. Clearly, u is adapted and jointly-measurable and hence it satisfies (1) and
(2) of Definition 2.1. The continuity of the function pt, xq ÞÑ upt, xq from R˚`ˆR into L2 pRq
proved in Step 3, Proposition 3.4 applied to Y “ ρpunq and (3.19) imply (3) of Definition
2.1. So we only need to verify that u satisfies (4) of Definition 2.1, that is, upt, xq satisfies
(2.2) a.s., for all pt, xq P R˚` ˆ R.

We shall apply Proposition 3.4 with Y ps, yq “ ρpu ps, yqq by verifying the three properties
that it requires. Properties (i) and (ii) are satisfied by (1) and (2) in the conclusion part of
Step 3. Property (iii) is also true since, by Lemma 3.7 and also (3.19),

bp z
2
p ||ρ pup¨, ˝qqGνpt´ ¨, x´ ˝q||

2
M,p ď

´´

ς2
` ||u||2p

¯

‹ rL0,p

¯

pt, xq ď
´

“

ς2
`bp J

2
0

‰

‹ rKp

¯

pt, xq ,
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which is finite by Lemma 3.9. Hence,

ρ pup¨, ˝qqGνpt´ ¨, x´ ˝q P Pp , for all pt, xq P R˚` ˆ R ,

and the following Walsh integral is well defined and is an adapted random field

Ipt, xq :“

ĳ

r0,tsˆR

ρ pu ps, yqqGν pt´ s, x´ yqW pds, dyq .

Furthermore, by the last part of Proposition 3.4, pt, xq ÞÑ Ipt, xq is LppΩq-continuous, since
by Conclusion (2) of Step 3, pt, xq ÞÑ upt, xq is LppΩq-continuous.

By Step 3,

unpt, xq “ J0pt, xq `

ĳ

r0,tsˆR

Gν pt´ s, x´ yq ρ pun´1 ps, yqqW pds, dyq

with unpt, xq converging to upt, xq in LppΩq. We only need to show that the r.h.s. converges
in LppΩq to J0pt, xq ` Ipt, xq. In fact, by Lemma 3.3,

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ĳ

r0,tsˆR

Gν pt´ s, x´ yq rρ pu ps, yqq ´ ρ pun ps, yqqsW pds, dyq

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

2

p

ď z2
p Lip2

ρ

ĳ

r0,tsˆR

G2
ν pt´ s, x´ yq ||u ps, yq ´ un ps, yq||

2
p dsdy .

Now apply Lebesgue’s dominated convergence theorem to conclude that the above integral
tends to zero as n Ñ 8 because (i) for all ps, yq P s0, ts ˆ R, ||un ps, yq ´ u ps, yq||

2
p Ñ 0 as

nÑ `8; (ii) by Step 2,

||unps, yq||
2
p ď bp J

2
0 ps, yq `

´

“

ς2
`bp J

2
0

‰

‹ rKp

¯

ps, yq,

and by Step 3, the same upper bound applies to ||ups, y||2p. Finally, by Lemma 3.9 and (2.9),

the above upper bound, multiplied by G2
νpt ´ s, x ´ yq, is integrable over r0, ts ˆ R. This

finishes the proof of the existence part of Theorem 2.4 with the moment estimates.

Step 5 (Uniqueness). Let u and v be two solutions to (2.2) (in the sense of Definition 2.1)
with the same initial data, and denote wpt, xq :“ upt, xq ´ vpt, xq. The L2pΩq-continuity—
Property (3) of Definition 2.1—guarantees that both pt, xq ÞÑ upt, xq and pt, xq ÞÑ vpt, xq
are L2pΩq-continuous since pt, xq ÞÑ J0pt, xq is continuous by Lemma 3.8. Then wpt, xq is
well-defined and the function pt, xq ÞÑ wpt, xq is L2pΩq-continuous. Writing wpt, xq explicitly
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and then taking the second moment, by Itô’s isometry and the Lipschitz condition on ρ, we
have

Erwpt, xq2s ď
`

Erw2
s ‹ L˚0

˘

pt, xq, where L˚0pt, xq :“ L0

`

t, x; ν,Lipρ
˘

. (3.20)

Now we convolve both sides with respect to K˚pt, xq :“ Kpt, x; ν,Lipρq and use (2.9) to obtain

pErw2
s ‹K˚qpt, xq ď pErw2

s ‹ L˚0 ‹K˚qpt, xq “ pErw2
s ‹K˚qpt, xq ´ pErw2

s ‹ L˚0qpt, xq.

So pErw2s ‹L˚0qpt, xq ” 0, which implies by (3.20) that Erwpt, xq2s “ 0 for all pt, xq P R˚`ˆR.
Therefore, we conclude that for all pt, xq P R˚` ˆ R, upt, xq “ vpt, xq a.s.

Step 6 (Two-point Correlations). In this last step, we prove the properties (2.22),
(2.24) and (2.26) of the two-point correlation function. Let upt, xq be the solution to (2.2).
Fix τ ě t P R˚` and x, y P R. Consider the L2pΩq-martingale tUps; t, xq, s P r0, tsu defined
by

Ups; t, xq :“ J0pt, xq `

ż s

0

ż

R
Gνpt´ r, x´ zqρpupr, zqqW pdr, dzq .

Then Upt; t, xq “ upt, xq and E rUps; t, xqs “ J0pt, xq. Similarly, we define the martingale
tUps; τ, yq, s P r0, τ su. The mutual variation process of these two martingales is, for all
s P r0, ts,

xUp¨; t, xq, Up¨; τ, yqys “

ż s

0

dr

ż

R
dz ρ2

pupr, zqqGνpt´ r, x´ zqGν pτ ´ r, y ´ zq .

Hence, by Itô’s lemma, for every s P r0, ts, E rUps; t, xqUps; τ, yqs is equal to

J0pt, xqJ0 pτ, yq `

ż s

0

dr

ż

R
dz E

“

ρ2
pupr, zqq

‰

Gνpt´ r, x´ zqGν pτ ´ r, y ´ zq .

Finally, we choose s “ t and note that E rupt, xqupτ, yqs “ E rupt, xqUpt; τ, yqs to get

E rupt, xqu pτ, yqs “J0pt, xqJ0 pτ, yq

`

ż t

0

dr

ż

R
dz ||ρpupr, zqq||22Gνpt´ r, x´ zqGν pτ ´ r, y ´ zq .

(3.21)

Then (2.22), (2.24) and (2.26) follow from Lemma 5.9. This completes the whole proof of
Theorem 2.4.

3.4 Proofs of Corollary 2.8 and Proposition 2.11

Proof of Corollary 2.8. In this case, J0pt, xq “ Gνpt, xq and λ2J2
0 pt, xq “ L0pt, xq. So, by

(2.25) and (2.9),

E
“

|upt, xq|2
‰

“
1

λ2
L0pt, xq `

1

λ2
pL0 ‹Kq pt, xq ` ς2 Hptq,
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yielding (2.31). By (2.26) (see also the equivalent formula (3.21)), E rupt, xqupt, yqs “
J0pt, xqJ0 pt, yq ` λ

2I, where

I “

ż t

0

dr

ż

R
dz

ˆ

ς2
`

1

λ2
Kpr, zq ` ς2 Hprq

˙

Gνpt´ r, x´ zqGνpt´ r, y ´ zq.

Use Lemma 5.4 to replace the last two factors by Gν{2pt´ r, z ´ px` yq{2qG2νpt´ r, x´ yq,
so that z appears in only one factor. Then use formula (2.19) and the semigroup property
of the heat kernel to see that

1

λ2

`

Kpr, ¨q ˚G ν
2
pt´ r, ¨q

˘

´x` y

2

¯

“ G ν
2

´

t,
x` y

2

¯

ˆ

1
?

4πνr
`
λ2

4ν
p1`Hprqq

˙

.

Therefore,

I “

ż t

0

G2ν pt´ r, x´ yq

ˆˆ

ς2
`
λ2

4ν
G ν

2

´

t,
x` y

2

¯

˙

pHprq ` 1q `G ν
2

´

t,
x` y

2

¯ 1
?

4πνr

˙

dr.

Then apply Lemmas 5.6 and 5.10 to evaluate the remaining integrals over dr.

Proof of Proposition 2.11. If µ “ δ10, then J0pt, xq “
B

Bx
Gνpt, xq “ ´

x
νt
Gνpt, xq. Suppose that

(2.2) has a random field solution upt, xq. Fix pt, xq P R˚` ˆ R. Hence, by (2.2) and Itô’s

isometry (see (2.4)), ||upt, xq||22 ě J2
0 pt, xq. Therefore,

`

G2
ν ‹ ||ρpuq||

2
2

˘

pt, xq “ λ2
`

G2
ν ‹ ||u||

2
2

˘

pt, xq ě λ2
`

G2
ν ‹ J

2
0

˘

pt, xq.

Write out the space-time convolution and apply the formulas in Lemma 5.4 to see that it
equals

G ν
2
pt, xq

4πν3

ż t

0

ds
1

s2
a

spt´ sq

ż

R
dy y2G ν

2

ˆ

spt´ sq

t
, y ´

s

t
x

˙

“
G ν

2
pt, xq

4πν3

ż t

0

1

s2
a

spt´ sq
E
„

Z2
`
s2x2

t2



ds,

where Z „ N p0, νspt´ sq{p2tqq is a normal random variable. The expectation is equal to
νs
2
´ νs2

2t
` s2x2

t2
, and the last two terms yield a finite integral, but not the first term, so we

conclude that
`

G2
ν ‹ ||ρpuq||

2
2

˘

pt, xq ě `8. This violates Property (3) of Definition 2.1.

4 Upper and Lower Bounds on Exponential Growth

Indices

Because the quasi-linear case corresponds to the case where Lρ “ lρ “ |λ| and ς “ ς “ ς,
part (3) of Theorem 2.12 is a direct consequence of parts (1) and (2). Hence, in the following,
we only need to prove parts (1) and (2). We first recall a lemma.

Lemma 4.1 ([10]). For 2 ď a ď b ă `8, λpaq ď λpbq and λpaq ď λpbq.
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4.1 Proof of the Lower Bound

By the moment formula (2.23), we can bound the second moment of upt, xq from below
provided we have a lower bound on J0pt, xq. The next lemma gives such a bound.

Lemma 4.2. Assume that µ P MH,` pRq and µ ‰ 0. For any ε ą 0 and ξ P s0, νr, there
exists a constant aε,ξ,ν ą 0 such that

J0pt, xq ě aε,ξ,ν1rε,`8rptqGξpt, xq, for all t ě ε and x P R.

Proof. It suffices to prove that

gpt, xq :“
J0pt, xq

Gξpt, xq
“
a

ξ{ν

ż

R
exp

ˆ

´
px´ yq2

2νt
`
x2

2ξt

˙

µpdyq

is strictly bounded away from zero for t P rε,`8r and x P R. Notice that for 0 ă ξ ă ν,

´
px´ yq2

2νt
`
x2

2ξt
“ ´

pξ ´ νq
”

x´ ξy
ξ´ν

ı2

2νξt
`

y2

2pξ ´ νqt
ě ´

y2

2pν ´ ξqt
.

Thus for t P rε,`8r,

gpt, xq ě
a

ξ{ν

ż

R
e´

y2

2pν´ξqtµ pdyq ě
a

ξ{ν

ż

R
e´

y2

2pν´ξqεµ pdyq

“
a

2πpν ´ ξqξε{ν pGν´ξpε, ¨q ˚ µq p0q “: aε,ξ,ν ,

which proves the lemma. We remark that pGν´ξpε, ¨q ˚ µq p0q is strictly positive and finite
because µ PMH,` pRq, µ ‰ 0, and Gν´ξpε, yq ą 0 for all y P R.

Proof of Theorem 2.12(1). Due to Lemma 4.1, we only need to estimate λp2q. Assume first
that ς “ 0. Fix ε ą 0. For ξ P s0, νr, use Lemma 4.2 to choose a “ aε,ξ,ν ą 0 such that

J0pt, xq ě I0,lpt, xq :“ a 1rε,`8rptqGξpt, xq.

By (2.8) and since Φp0q “ 1{2,

Kpt, xq ě l4
ρ

4ν
Kpt, xq, with Kpt, xq :“ G ν

2
pt, xq e

l4ρ t

4ν .

Set fpt, xq “ E pupt, xq2q. By (2.23) and the above two inequalities, fpt, xq ě
l4ρ
4ν

`

I2
0,l ‹K

˘

pt, xq.
By Lemma 5.4,

`

I2
0,l ‹K

˘

pt, xq “
a2

2
?
πξ
e

l4ρ t

4ν

ż t

ε

G ν
2

ˆ

t´
pν ´ ξqs

ν
, x

˙

e´
l4ρ s

4ν

?
s

ds.
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Notice that for s P rε, ts,

G ν
2

ˆ

t´
pν ´ ξqs

ν
, x

˙

ě G ξ
2
pt, xq

d

ξt

νt´ pν ´ ξqε
,

and
ż t

ε

e´
l4ρ s

4ν

?
s

ds ě
1
?
t

ż t

ε

e´
l4ρ s

4ν ds “
4ν

l4
ρ

?
t

ˆ

e´
l4ρ ε

4ν ´ e´
l4ρ t

4ν

˙

.

Since t ě ε,

`

I2
0,l ‹K

˘

pt, xq ě
2a2
?
ν

l4
ρ

?
πt

G ξ
2
pt, xq

d

ξt

νt´ pν ´ ξqε

ˆ

e
l4ρ pt´εq

4ν ´ 1

˙

.

Thus

lim sup
tÑ`8

1

t
sup
|x|ąαt

log fpt, xq ě lim inf
tÑ`8

1

t
sup
|x|ąαt

log fpt, xq

ě lim
tÑ`8

1

t
sup
|x|ąαt

log

ˆ

e
l4ρ pt´εq

4ν G ξ
2
pt, xq

˙

“
l4
ρ

4ν
´
α2

ξ
.

The r.h.s. is positive for α ď
a

ξ{ν l2
ρ {2. Since ξ P s0, νr is arbitrary, we conclude that

λp2q ě l2
ρ {2.

As for the case ς ‰ 0, for all µ PMH,` pRq, fpt, xq ě ς2 Hptq and hence

lim inf
tÑ8

1

t
sup
|x|ěαt

log fpt, xq ě lim
tÑ8

1

t
log

`

ς2 Hptq
˘

“
l4
ρ

4ν
ą 0, for all α ą 0.

Therefore, λp2q “ 8, which implies λp2q “ 8. This proves part (1).

4.2 Proof of the Upper Bound

We need two lemmas.

Lemma 4.3. For all t ą 0, s ą 0, β ą 0 and x P R, denote

Hpx; β, t, sq :“ sup
pz1,z2qPR2

G2νps, z2 ´ z1qG ν
2

´

t, x´
z1 ` z2

2

¯

exp p´ β |z1| ´ β |z2|q .

Then

Hpx; β, t, sq ď

#

1
2πν

?
ts

exp
´

´x2

νt

¯

if |x| ď ν β t ,

1
2πν

?
ts

exp
`

´2 β |x| ` ν β2 t
˘

if |x| ě ν β t .

In particular, for all x P R, β ą 0, t ą 0 and s ą 0,

Hpx; β, t, sq ď
1

2πν
?
ts

exp
`

´2 β |x| ` ν β2 t
˘

. (4.1)
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Proof. We only need to maximize over pz1, z2q P R2 the exponent

´
pz1 ´ z2q

2

4νs
´

`

x´ z1`z2
2

˘2

νt
´ β |z1| ´ β |z2|.

By the change of variables u “ z1´z2
2

, w “ z1`z2
2

, we have that

u2

νs
`
px´ wq2

νt
` β p|u` w| ` |u´ w|q ě

px´ wq2

νt
` 2 β |w| :“ fpwq.

Hence, we only need to minimize fpwq for w P R. Hence,

min
wPR

fpwq “

#

x2

νt
if |x| ď ν β t,

2 β |x| ´ νt β2 if |x| ě ν β t.

This also implies (4.1) since x2

νt
ě 2 β |x| ´ νt β2 for all x P R.

Lemma 4.4. Suppose µ P Mβ
G pRq with β ą 0. Set C “

ş

R e
β |x||µ|pdxq. Let Kpt, xq “

Gν{2pt, xqhptq for some non-negative function hptq. Then

J2
0 pt, xq ď

C2

2πνt
e´2β |x|`ν β2 t, (4.2)

`

J2
0 ‹K

˘

pt, xq ď
C2

2πν
?
t
e´2β |x|`ν β2 t

ż t

0

hpt´ sq
?
s

ds . (4.3)

Proof. Clearly,

|J0pt, xq| ď

ˆ

sup
yPR

Gν pt, x´ yq e
´β |y|

˙
ż

R
eβ |x||µ|pdyq.

The supremum is determined by minimizing px´yq2

2νt
` β |y| over y P R, which has been done

in the proof of Lemma 4.3, and (4.2) follows. The proof of (4.3) is similar to Lemma 3.9.
By (3.15) and Lemma 4.3,

`

J2
0 ‹K

˘

pt, xq ď

ż t

0

Hpx; β, t, sqhpt´ sqds

ĳ

R2

eβ |z1|`β |z2||µ|pdz1q|µ|pdz2q

“

ˆ
ż

R
eβ |x||µ|pdxq

˙2 ż t

0

Hpx; β, t, sqhpt´ sqds.

Then apply (4.1).

Note that one can apply the bound in (3.12) to (2.21) and then Lemma 4.4 to get
λp2q ď L2

ρ {
?

2. But we need a better estimate with
?

2 replaced by 2. This gap is due to
the factor 2 in J˚0 p2t, xq of (3.12), coming from Lemma 5.5, which is not optimal.
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Proof of Theorem 2.12(2). Assume that ς “ 0. We first consider λp2q. Set fpt, xq “
Epupt, xq2q. Fix β ą 0. Without loss of generality, assume that µ PMβ

GpRq is non-negative;
otherwise, simply replace all µ below by |µ|. By (2.8),

Kpt, xq ď hptqG ν
2
pt, xq, with hptq “

L2
ρ

?
4πνt

`
L4
ρ

2ν
exp

˜

L4
ρ t

4ν

¸

,

so (2.21) implies that

fpt, xq ď J2
0 pt, xq `

`

J2
0 p¨, ˝q ‹G ν

2
p¨, ˝qhp¨q

˘

pt, xq.

By Lemma 4.4, (2.10) and (3.16),

fpt, xq ď
C2

2πνt
e´2β |x|`ν β2 t

`
C2 L2

ρ

2π1{2ν3{2
?
t

ˆ

1

2
` e

L4ρ t

4ν

˙

e´2β |x|`ν β2 t.

Therefore, for α ą 0,

sup
|x|ąαt

fpt, xq ď
C2

2πνt
eβ

2 νt´2β αt
`

C2 L2
ρ

2π1{2ν3{2
?
t

ˆ

1

2
` e

L4ρ t

4ν

˙

e´2β αt`ν β2 t.

Now, the exponential growth rate comes from the second term, and

L4
ρ t

4ν
´ 2 β αt` ν β2 t ă 0 ðñ α ą

β ν

2
`

L4
ρ

8ν β
.

Therefore,

λp2q ď inf

#

α ą 0 : lim sup
tÑ8

1

t
sup
|x|ąαt

log fpt, xq ă 0

+

ď
β ν

2
`

L4
ρ

8ν β
.

Notice that the function β ÞÑ β ν
2
`

L4
ρ

8ν β
is decreasing for β ď

L2
ρ

2ν
and increasing for β ě

L2
ρ

2ν
,

with minimum value L2
ρ {ν, and Mβ

G pRq ĎML2
ρ {p2νq

G pRq for β ě
L2
ρ

2ν
. This yields the desired

upper bound.
Now fix an even integer p ě 2. Because the definition of λppq differs from that of λp2q

by the use of ||upt, xq||2p, we only need to make the following changes in the above proof:

(1) Replace fpt, xq by ||upt, xq||2p. (2) As in (2.21), replace J2
0 pt, xq by 2J2

0 pt, xq. (3) Replace

Kpt, xq by rKppt, xq, which is equivalent to replacing Lρ everywhere by
?

2zp Lρ. This proves
(2).
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4.3 Proof of Proposition 2.14

For a ą 0 and β P R, define

Ea,βpxq :“ e´β xΦ

ˆ

a β´x
?
a

˙

` eβ xΦ

ˆ

a β`x
?
a

˙

, (4.4)

which is a smooth version of the continuous function eβ |x| (see Figure 1). Equivalently, by
Proposition 5.11(ii),

Ea,βpxq “ e´β
2 a{2

`

eβ |¨| ˚Gap1, ¨q
˘

pxq . (4.5)

Note that the function
`

eβ |¨| ˚Gνpt, ¨q
˘

pxq is the solution to the homogeneous heat equation

(2.1) with initial condition µpdxq “ eβ |x|dx. See Proposition 5.11 below for its properties.

0
x

Ea,0.1(x)

3−3
1

1.3

(a) The case β ą 0 (β “ 0.1).

0
x

Ea,−0.8(x)

8−8

0.6

(b) The case β ă 0 (β “ ´0.8)

Figure 1: The dashed lines in both figures denote the graph of eβ |x|. The solid lines from top
to bottom are Ea,βpxq with the parameter a ranging from 1 to 6 for Figure 1a and from 6 to
1 for Figure 1b . The parameter β controls the asymptotic behavior near infinity while both
a and β determine how the function eβ |x| is smoothed at zero. The larger a is, the closer
Ea,βp0q is to 1.

Recall ([28, 7.12.1]) that

1´ Φpxq „
e´x

2{2

?
2π x

as xÑ `8 and Φpxq „
e´x

2{2

?
2π |x|

as xÑ ´8. (4.6)

Proof of Proposition 2.14. The fact that λp2q is bounded above by the expression in (2.33)

follows from Theorem 2.12 since µ P Mβ1

G,`pRq, for any β1 ă β. We now establish the

corresponding lower bound on λp2q. Set fpt, xq “ Epupt, xq2q. If µpdxq “ e´β |x|dx with
β ą 0, then by (4.5), J0pt, xq “ eβ

2 νt{2Eνt,´βpxq and by Proposition 5.11 (iv),

J2
0 pt, xq ě eβ

2 νtΦ2
´

´ β
?
νt
¯

Eνt,´2βpxq. (4.7)
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By (4.5) and the lower bound in (4.7),

J2
0 pt, xq ě e´β

2 νtΦ2
´

´ β
?
νt
¯

`

e´2β |¨|
˚Gνpt, ¨q

˘

pxq.

Thus by (2.25) and the fact that Kpt, xq ě λ4

4ν
Gν{2pt, xq exp

´

λ4t
4ν

¯

,

fpt, xq ě

ż t

0

e´β
2 νpt´sqΦ2

´

´ β
a

νpt´ sq
¯ λ4

4ν
e
λ4s
4ν

´

e´2β |¨|
˚Gν

´

t´
s

2
, ¨
¯¯

pxqds.

Noticing that by Proposition 5.11 (ii) and (vi),
´

e´2β |¨|
˚Gν

´

t´
s

2
, ¨
¯¯

pxq “ e2β2 νpt´ s
2
qEνpt´ s

2
q,´2βpxq ě e2β2 νpt´s{2qE νt

2
,´2βpxq,

we have that

fpt, xq ě E νt
2
,´2βpxqe

β2 νt

ż t

0

λ4

4ν
Φ2

´

´ β
a

νpt´ sq
¯

e
λ4s
4ν ds.

Choose an arbitrary constant c P r0, 1r. The integral above is bounded by
ż t

0

λ4

4ν
Φ2

´

´ β
a

νpt´ sq
¯

e
λ4s
4ν ds ě Φ2

´

´ β
a

νp1´ cqt
¯

ż t

ct

λ4

4ν
e
λ4s
4ν ds

“ Φ2
´

´ β
a

νp1´ cqt
¯´

e
λ4t
4ν ´ e

cλ4t
4ν

¯

.

Hence,

fpt, xq ě E νt
2
,´2βpxq e

β2 νtΦ2
´

´ β
a

νp1´ cqt
¯´

e
λ4t
4ν ´ e

cλ4t
4ν

¯

.

By Proposition 5.11 (v), for α ą 0,

sup
|x|ąαt

E νt
2
,´2βpxq “ E νt

2
,´2βpαtq.

Notice that

E νt
2
,´2βpαtq “ e2β αtΦ

˜

´

«

2 β

c

ν

2
` α

c

2

ν

ff

?
t

¸

` e´2β αtΦ

˜«

α

c

2

ν
´ 2 β

c

ν

2

ff

?
t

¸

.

If α
b

2
ν
´ 2 β

a

ν
2
ě 0, i.e., α ě β ν, then by (4.6), the second term dominates and so for

large t,

E νt
2
,´2βpαtq ě

1

4
e´2β αt.

Otherwise, if α ă β ν, then by (4.6), for large t,

e˘2β αtΦ

˜

¯

«

α
a

ν{2
˘ 2 β

a

ν{2

ff

?
t

¸

«

?
ν exp

!

´

´

β2 ν ` α2

ν

¯

t
)

2
?
π |α ˘ β ν|

?
t

.
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So Eνt{2,´2βpαtq has a lower bound with the exponent ´2 β αt if α ě β ν, and ´pβ2 ν`α2{νqt

if α ă β ν. For large t, by (4.6), the function t ÞÑ Φ2
´

´ β
a

νp1´ cqt
¯

contributes to an

exponent β2 νpc´ 1qt. Therefore,

lim
tÑ8

1

t
sup
|x|ąαt

log fpt, xq ě

#

c β2 ν ` λ4

4ν
´ 2 β α if α ě β ν,

pc´ 1q β2 ν ` λ4

4ν
´ α2

ν
if α ă β ν.

We now consider two cases. First, suppose that β ă λ2

2ν
?

2´c
. This inequality is equivalent

to c ν β
2
` λ4

8ν β
ą β ν, and

c β2 ν `
λ4

4ν
´ 2 β α ą 0 ô α ă

c ν β

2
`

λ4

8ν β
.

Therefore, λp2q ě c ν β
2
` λ4

8ν β
in this first case. Second, suppose that β ě λ2

2ν
?

2´c
. This

inequality is equivalent to
b

λ4

4
` pc´ 1q β2 ν2 ď β ν, and

pc´ 1q β2 ν `
λ4

4ν
´
α2

ν
ą 0 ô α ă

c

λ4

4
` pc´ 1q β2 ν2.

Therefore, λp2q ě
b

λ4

4
` pc´ 1q β2 ν2 in this second case.

Finally, since the constant c can be arbitrarily close to 1, this completes the proof.

5 Appendix

Lemma 5.1. π
şt

0
eπb

2uΦ
´?

2πb2u
¯

du “
eπb

2tΦp
?

2πb2tq
b2

´ 1
2b2
´
?
t
b

, b ‰ 0.

Proof. By integration by parts, the l.h.s. equals
eπb

2uΦp
?

2πb2uq
b2

ˇ

ˇ

ˇ

ˇ

u“t

u“0

´ 1
b2

şt

0
b

2
?
s
ds.

Lemma 5.2. For 0 ă a ă b, we have that

logpb{aq

b´ a
ě

1

b
. (5.1)

The function fpsq “ pa´sqpb´sq log b´s
a´s

is nonincreasing over s P r0, ar with infsPr0,ar fpsq “
limsÑa fpsq “ pb´ aq logpb´ aq and supsPr0,ar fpsq “ fp0q “ ab logpb{aq.

Proof. Note that (5.1) is equivalent to the following statements:

´ log s

1´ s
ě 1, s P s0, 1r ðñ s´ log s ě 1, s P s0, 1r .
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Let gpsq “ s ´ log s with s P s0, 1r. Then gpsq is nonincreasing since g1psq “ ps ´ 1q{s ă 0
for s P s0, 1r . So gpsq ě limsÑ1 gpsq “ 1. This proves (5.1). As for the function fpsq, we
only need to show that

f 1psq “ pb´ aq ´ pa` b´ 2sq log
b´ s

a´ s
ď 0, for all s P r0, ar .

Let gpsq “ b´a
a`b´2s

´log b´s
a´s

. Then the above statement is equivalent to the inequality gpsq ď 0
for all s P r0, ar . By (5.1), we know that

gp0q “
b´ a

a` b
´ log

b

a
ď pb´ aq

ˆ

1

a` b
´

1

b

˙

ď 0 .

So it suffices to show that

g1psq “
2pb´ aq

pa` b´ 2sq2
`

1

b´ s
´

1

a´ s
ď 0, for all s P r0, ar .

After simplifications, this statement is equivalent to

s2
´ pa` bqs`

a2 ` b2

2
ě 0 for all s P r0, ar ,

which is clearly true since the discriminant is ´pa` bq2 ă 0. This completes the proof.

Proposition 5.3. Fix pt, xq P R˚` ˆ R. Set

Bt,x “

"

pt1, x1q P R˚` ˆ R : 0 ă t1 ď t`
1

2
, and |x1 ´ x| ď 1

*

.

Then there exists a “ at,x ą 0 such that for all pt1, x1q P Bt,x, s P r0, t1s and |y| ě a,

Gνpt
1
´ s, x1 ´ yq ď Gνpt` 1´ s, x´ yq.

Proof. Since t ` 1 ´ s is strictly larger than t1 ´ s, the function y ÞÑ Gνpt ` 1 ´ s, x ´ yq
has heavier tails than y ÞÑ Gνpt

1 ´ s, x1 ´ yq. Solve the inequality Gνpt ` 1 ´ s, x ´ yq ě
Gνpt

1 ´ s, x1 ´ yq with t, t1, x, x1 and s fixed, which is a quadratic inequality for y:

´
px1 ´ yq2

t1 ´ s
`
px´ yq2

t` 1´ s
ď ν log

ˆ

t1 ´ s

t` 1´ s

˙

.

Let y˘pt, x, t
1, x1, sq be the two solutions of the corresponding quadratic equation, which are

pt` 1´ sqx1 ´ xpt1 ´ sq ˘
“

pt` 1´ sqpt1 ´ sq
 

px´ x1q2 ` pt` 1´ t1qν log
`

t`1´s
t1´s

˘(‰1{2

t` 1´ t1
.
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Then a sufficient condition for the above inequality is |y| ě |y`| _ |y´|. So we only need to
show that

sup
pt1,x1qPBt,x

sup
sPr0,t1s

|y`pt, x, t
1, x1, sq| _ |y´pt, x, t

1, x1, sq| ă `8.

By Lemma 5.2, the supremum over s P r0, t1s of the quantity under the square root is

t1pt` 1q

„

px´ x1q2 ` pt` 1´ t1qν log
t` 1

t1



,

so, using the fact that |x1 ´ x| ď 1, we see that

|y`| _ |y´| ď
pt` 1qp|x| ` 1q ` |x|t1 `

“

t1pt` 1q
 

1` pt` 1´ t1qν log
`

t`1
t1

˘(‰1{2

t` 1´ t1
.

Finally, because t1 P r0, t` 1{2s, this r.h.s. is bounded above by

2pt` 1qp|x| ` 1q`|x|p2t` 1q ` 2

„

pt` 1q

ˆ

pt` 1{2q ` t1pt` 1qν log

ˆ

t` 1

t1

˙˙1{2

ăp4t` 3qp|x| ` 1q ` 2pt` 1q
a

1` ν{e “: a,

since supsě0 s log t
s
“ s log t

s

ˇ

ˇ

s“t{e
“ t

e
for all t ą 0. This completes the proof.

Lemma 5.4. For all t, s ą 0 and x, y P R, we have that G2
νpt, xq “

1?
4πνt

G ν
2
pt, xq and

Gνpt, xqGν ps, yq “ Gν

`

ts
t`s
, sx`ty
t`s

˘

Gν pt` s, x´ yq.

The proof of this lemma is straightforward and is left to the reader.

Lemma 5.5. For all x, z1 z2 P R and t, s ą 0, denote z̄ “ z1`z2
2

, ∆z “ z1 ´ z2.

Then G1 pt, x´ z̄qG1 ps,∆zq ď
p4tq_s
?
ts
G1pp4tq _ s, x´ z1qG1pp4tq _ s, x´ z2q, where a_ b :“

maxpa, bq.

Proof. Since pz2 ´ z1q
2 ` rpx´ z1q ` px´ z2qs

2
ě px´ z1q

2 ` px´ z2q
2,

G1 pt, x´ z̄qG1 ps,∆zq ď
1

2π
?
ts
e´

rpx´z1q`px´z2qs
2
`pz1´z2q

2

2pp4tq_sq .

Lemma 5.6.
şt

0
pHprq ` 1qG2νpt´ r, xqdr“

1
λ2

´

e
λ4t´2λ2|x|

4ν erfc
´

|x|´λ2t

2
?
νt

¯

´ erfc
´

|x|

2
?
νt

¯¯

, t ě 0.

Proof. Let µ “ λ4

4ν
. By [19, (27) on p. 146] and [19, (5) on p. 176], the Laplace transform of

the convolution equals

L rG2νp¨, xqs pzqL rHp¨q ` 1s pzq “
1
?

4ν

1
?
z
e
´
|x|
?
z

?
ν

ˆ

1

z ´ µ
`

?
µ

?
zpz ´ µq

˙

“

exp
´

´
|x|
?
ν

?
z
¯

?
4νz p

?
z ´ µq

.

Then apply the inverse Laplace transform (see [19, (14) on p. 246]).
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Lemma 5.7.
şt

0
dr |x| e

´ x2

4νr`
t´r
4ν

?
πνr3

Φ
´b

t´r
2ν

¯

“ exp
´

t´2|x|
4ν

¯

erfc
´

|x|´t
?

4νt

¯

, for all t ě 0 and x ‰ 0.

Proof. Suppose that x ‰ 0. Denote the integral by Iptq. Let

fptq “
|x|

?
πνt3

e´
x2

4νt , and gptq “ e
t
4ν Φ

´

a

p2νq´1t
¯

.

Clearly, Iptq is the convolution of f and g. By [19, (28) on p. 146],

Lrf spzq “ 2 exp
´

´|x|
a

z{ν
¯

.

Notice gptq “ pHptq ` 1q{2 with Hptq “ Hpt; ν, 1q. By the calculations in Lemma 5.6,

Lrgspzq “ 1

2pz ´ 1{p4νqq
`

1

4
?
νz pz ´ 1{p4νqq

.

Hence,

LrIspzq “ Lrf spzqLrgspzq “ e´|x|
?
z{ν

?
z
´?

z ´ 1
2
?
ν

¯ .

Then apply the inverse Laplace transform (see [19, (16) on p. 247]).

Lemma 5.8. (2.32) equals Gνpt, xqGν pt, yq `
1
4ν
G ν

2

`

t, x`y
2

˘

exp
´

t´2|x´y|
4ν

¯

erfc
´

|x´y|´t
?

4νt

¯

.

Proof. After some simplifications, the integral in (2.32) is equal to the following integral:

1

4πνt
G ν

2

´

t,
x` y

2

¯

ż 1

0

ds
|x´ y|
?
s3

exp

ˆ

´
px´ yq2

4νts

˙

ˆ

˜

1
?

1´ s
`
a

πt{ν exp

ˆ

tp1´ sq

4ν

˙

Φ

˜

c

tp1´ sq

2ν

¸¸

.

Denote this integral by I1p1q ` I2p1q. Suppose that x ‰ y and let

fpsq “
|x´ y|

s3{2
exp

ˆ

´
px´ yq2

4νts

˙

, gpsq “
1
?
s
, hpsq “

?
πt
?
ν

exp

ˆ

ts

4ν

˙

Φ

˜

c

ts

2ν

¸

.

Then by [19, (28) on p. 146] and [19, p.135],

LrI1spzq “ Lrf spzqLrgspzq “ 2π
?
νt

exp
´

´
|x´y|

?
z

?
νt

¯

?
z

.
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Apply the inverse Laplace transform (see [19, (6) on p. 246]),

I1psq “
2
?
πνt
?
s

exp

ˆ

´
px´ yq2

4νst

˙

, for s ą 0.

As for I2psq, by the calculation in Lemma 5.7,

Lrhspzq “
?
πt

2
?
ν

ˆ

1

z ´ t{p4νq
`

?
t

2
?
νz pz ´ t{p4νqq

˙

.

Hence,

LrI2spzq “ Lrf spzqLrhspzq “ πte
´
|x´y|

?
z

?
νt

1
?
z
´?

z ´
a

t{p4νq
¯ .

Then apply the inverse Laplace transform (see [19, (16) on p. 247]). Finally, let s “ 1 and
use Lemma 5.4.

Lemma 5.9. For ν ą 0, τ ě t ě 0 and x, y P R,
ż τ

t

Gνpr, xqdr “
2|x|

ν

ˆ

Φ

ˆ

|x|
?
ντ

˙

´ Φ

ˆ

|x|
?
νt

˙˙

` 2τGνpτ, xq ´ 2tGνpt, xq,

and
ż t

0

dr

ż

R
dz Gνpt´ r, x´ zqGν pτ ´ r, y ´ zq

“
|x´ y|

ν

˜

Φ

˜

|x´ y|
a

νpτ ` tq

¸

´ Φ

˜

|x´ y|
a

νpτ ´ tq

¸¸

` pτ ` tqGν pτ ` t, x´ yq ´ pτ ´ tqGν pτ ´ t, x´ yq .

Proof. Consider the first integral. The case where x “ 0 is straightforward, so we assume
that x ‰ 0. This r.h.s. is obtained by a change variable and integration by parts:

ż τ

t

Gνpr, xqdr “
2|x|

ν

ż |x|{
?
νt

|x|{
?
ντ

1
?

2πu2
e´u

2{2du “
2|x|

ν

¨

˝

e´u
2{2

?
2πu

ˇ

ˇ

ˇ

ˇ

ˇ

|x|{
?
ντ

|x|{
?
νt

´

ż |x|{
?
νt

|x|{
?
ντ

e´u
2{2

?
2π

du

˛

‚.

For the second integral, use the semigroup property to integrate over z, and then apply the
first integral.

Lemma 5.10. For t ě 0 and x, y P R, we have that
ż t

0

Gνpr, xqGσpt´ r, yqdr “
1

2
?
νσ

erfc

ˆ

1
?

2t

ˆ

|x|
?
ν
`
|y|
?
σ

˙˙

,

where ν and σ are strictly positive. In particular, by letting x “ 0, we have that
ż t

0

Gσpt´ r, yq
?

2πνr
dr “

1

2
?
νσ

erfc

ˆ

|y|
?

2σt

˙

ď

?
πt

?
2ν
Gσ pt, yq .

40



Proof. By [19, (27) on p. 146], the Laplace transform of the integrand is

L rGνp¨, xqs pzq ¨ L rGσp¨, yqs pzq “
exp

´

´
?

2z
´

|x|
?
ν
`

|y|
?
σ

¯¯

2
?
νσz2

,

and the conclusion follows by applying the inverse Laplace transform (see [19, (3) on p.
245]). As for the special case x “ 0, use formula [28, (7.7.1, p.162)] to write

erfcpxq “
2

π
e´x

2

ż 8

0

e´x
2r2

1` r2
dr ď

2

π
e´x

2

ż 8

0

1

1` r2
dr “ e´x

2

.

Proposition 5.11 (Properties of Ea,βpxq, defined in (4.5)). For a ą 0 and β P R,

(i) Ea,0pxq “ 1;

(ii) for ν ą 0,
`

eβ |¨| ˚Gνpt, ¨q
˘

pxq “ e
β2 νt

2 Eνt,βpxq;

(iii) First and second derivatives:

E 1a,βpxq “ ´ β e
´β xΦ

ˆ

a β´x
?
a

˙

` β eβ xΦ

ˆ

a β`x
?
a

˙

,

E2a,βpxq “ β

c

2

πa
e´

a2 β2 `x2

2a ` β2Ea,βpxq;

(iv) for β ą 0, eβ |x| ď Ea,βpxq ă eβ x ` e´β x; for β ă 0, Φ p
?
a βqE

1{2
a,2βpxq ď Ea,βpxq ď

e´|β x|;

(v) for β ą 0, x ÞÑ Ea,βpxq is strictly convex and infxPREa,βpxq “ Ea,βp0q “ 2Φpβ
?
aq ą 1,

with E2a,βp0q “ β
b

2
πa
e´

β2 a
2 ` 2 β2 Φpβ

?
aq ą 0; for β ă 0, the function Ea,βpxq is

decreasing for x ě 0 and increasing for x ď 0, and it therefore achieves its global maxi-

mum at zero: supxPREa,βpxq “ Ea,βp0q “ 2Φpβ
?
aq ă 1, with E2a,βp0q “ β

b

2
πa
e´

β2 a
2 `

2 β2 Φpβ
?
aq ď 0;

(vi) Concerning a ÞÑ Ea,βpxq,

BEa,βpxq

Ba
“

β
?

2πa
exp

ˆ

´
a2 β2

`x2

2a

˙

.

Hence, for all x P R, then the function a ÞÑ Ea,βpxq is nondecreasing for β ą 0 and
nonincreasing for β ă 0.
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Proof. (i) is trivial. (ii) follows from a direct calculation. (iii) is routine. We now prove (iv).
Suppose that β ă 0. We first prove the upper bound. Since x ÞÑ Ea,βpxq is an even function,
we shall only consider x ě 0. We need to show that for x ě 0

e´β xΦ

ˆ

a β´x
?
a

˙

` eβ xΦ

ˆ

a β`x
?
a

˙

ď eβ x

or equivalently from the fact that 1´ Φ
´

a β`x
?
a

¯

“ Φ
´

´a β´x
?
a

¯

,

F pxq :“ eβ xΦ

ˆ

´a β´x
?
a

˙

´ e´β xΦ

ˆ

a β´x
?
a

˙

ě 0 .

This is true since

F 1pxq “ β eβ xΦ

ˆ

´a β´x
?
a

˙

` β e´β xΦ

ˆ

a β´x
?
a

˙

ď 0

and limxÑ`8 F pxq “ 0 by applying l’Hôpital’s rule. Note that F p0q “ Φp´
?
a βq´Φp

?
a βq ą

0 since β ă 0.
As for the lower bound, when β ă 0, we have that

E2
a,βpxq “

„

e´β xΦ

ˆ

a β´x
?
a

˙

` eβ xΦ

ˆ

a β`x
?
a

˙2

ě e´2|β x|Φ2

ˆ

a β`|x|
?
a

˙

ě e´2|β x|Φ2
`?

a β
˘

.

Then the lower bound follows from the fact that e´2|β x| ě Ea,2βpxq. As for the first part of
(iv) where β ą 0, the upper bound holds since Φp¨q ď 1. The lower bound is a consequence
of the upper bound with β ă 0 and the equality Ea,βpxq “ eβ x ` e´β x ´ Ea,´βpxq, which
follows from (4.4). Now consider (v). We first consider the case β ą 0. By (iii), E2a,βpxq ą 0
for all x P R, hence x ÞÑ Ea,βpxq is strictly convex. By (4.5),

d

dx
Ea,βpxq “ β e´

a β2

2

ż 8

0

eβ y pGap1, x´ yq ´Gap1, x` yqq dy.

Clearly, if x ě pďq0, then Gap1, x ´ yq ´ Gap1, x ` yq ě pďq0 for all y ě 0. Hence,
d

dx
Ea,βpxq ě pďq0 if x ě pďq0 and the global minimum is achieved at x “ 0. Similarly, for

β ă 0, we have d
dx
Ea,βpxq ď pěq0 if x ě pďq0 and the global maximum is taken at x “ 0,

which then implies that E2a,βp0q ď 0 (note that by (iii), E2a,βpxq exists). As for (vi),

B

Ba
e¯β xΦ

ˆ

a β¯x
?
a

˙

“
a β˘x

2a3{2
?

2π
exp

ˆ

´
a2 β2

`x2

2a

˙

.

Adding these two terms proves the formula for
BEa,βpxq

Ba
. The rest is clear.
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