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Abstract

We solve two stochastic control problems in which a player tries to minimize or maximize
the exit time from an interval of a Brownian particle, by controlling its drift. The player can
change from one drift to another but is subject to a switching cost. In each problem, the
value function is written as the solution of a free boundary problem involving second order
ordinary differential equations, in which the unknown boundaries are found by applying the
principle of smooth fit. For both problems, we compute the value function and we exhibit
the optimal strategy, whose form depends on the magnitude of the switching cost. We also
prove the generic uniqueness of the optimal strategy.

Abbreviated title: Expulsion and confinement of a Brownian particle

1 Description of the problem

Consider a game in which the player’s goal is to force a Brownian particle out of the interval [0, 1]
as quickly as possible. At each instant, the player selects one of two opposite constant forces,
either upwards or downwards, which adds or subtracts a constant drift µ to the Brownian motion.
The player is allowed to switch between the two forces at any time, but at each switch, he incurs
a penalty of c units of time. The goal is to find a strategy that minimizes the expected penalized
time, that is, the sum of the time needed for the particle to exit the interval and the switching
penalties (“optimal expulsion problem”).

We also solve the “opposite” problem, in which the goal is to keep the particle inside [0, 1]
for as long as possible, subject to the same kind of switching penalty, which is now subtracted
from the time to exit the interval (“optimal confinement problem”).

Let (Bt)t>0 be a standard Brownian motion, defined on a probability space (Ω,F ,P), such
that B0 = 0 a.s., let (Ft)t>0 be its natural filtration and let A denote the set of all Ft-adapted
processes that are right continuous, piecewise constant and take values in {−1, 1}. The elements
of A are the strategies available to the player. We consider a control model in which the system’s
state is given by the stochastic differential equation

dXA
t = At µdt+ dBt, (1.1)

where A = (At)t>0 ∈ A and µ ∈ R+ is a given positive constant. The random variable XA
t

denotes the position of the particle at time t if the player is using the strategy A, and At gives
the direction in which the player is pushing at time t. The initial conditions are given by a family
of probability measures {Px,a, x ∈ [0, 1], a ∈ {±1}} defined by Px,a(XA

0 = x, A0− = a) = 1, with
associated expectations Ex,a. Here, A0− is the drift that applies just before time 0, and which
can change at time 0 precisely, if desirable. Let c > 0 be the switching cost and let

Nt(A) = ]{s ∈ [0, t] : As− 6= As} (1.2)

be the number of switches of drift of the process XA up to time t. Notice that N0(A) > 0 is
possible. The cost function for the minimization (resp. maximization) problem is then given by

Jc(x, a,A) = Ex,a(τA + cNτA(A)),
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respectively,
Jmax
c (x, a,A) = Ex,a(τA − cNτA(A)),

where
τA = inf{t > 0 : XA

t /∈ ]0, 1[} (1.3)

and the value functions are respectively given by

Vc(x, a) = inf
A∈A

Jc(x, a,A), (1.4)

V max
c (x, a) = sup

A∈A
Jmax
c (x, a,A). (1.5)

The goal is then to compute these value functions and to find optimal controls A∗ ∈ A and
G∗ ∈ A such that Vc(x, a) = Jc(x, a,A∗) and V max

c (x, a) = Jmax
c (x, a,G∗), for all c ∈ R+ and for

all µ ∈ R∗+.
These two problems can be viewed in the context of various applications, such as maintaining

an inventory between certain bounds by controlling the production rate, or maintaining an
insurance company’s capital reserve between two bounds by controlling the insurance premium.
In certain asymptotic limits, these quantities may behave like a Brownian motion, and a change
of production rate or of premium may entail a switching cost. There is a well-developed literature
for such control problems, including [4, 5, 7, 19]. The most common types of costs are terminal
costs and running costs, whereas here, we deal with a switching cost. This falls into the theory
of impulse control, as described for instance in [10, Chapter 6].

In order to solve (1.4) or (1.5), we formulate a free boundary problem for the value function.
This approach has a long history, going back to [2, 6, 16, 17], and, more recently, [12]. These
references use the so-called principle of smooth fit (see for example [12, p.147] and [13, Section
5.3.4]) to determine a unique solution to the free boundary problem. This method has proven
to be quite successful, including for instance in the problem of optimal switching (without cost)
between two Brownian motions [8]. We also use this method here.

There are several papers which treat problems close to ours. For instance, Prokhorov [14]
solves a similar problem but without cost penalty, and Mandl [9] treats a control problem for a
Brownian motion under a constraint on the number of switchings. If there is no switching cost
(c = 0), then the solution of (1.4) and (1.5) is well-known (see [5, p.167-168]).

This paper is organized as follows. In Section 2, we state the free boundary problems
and their solutions, and we identify the optimal controls. These solutions are explicit up to
the resolution of two transcendental equations. It turns out that the structure of the optimal
solution depends on whether or not c is smaller than a critical value c∗(µ), which is given
explicitly in (2.2). In Section 3, we show how the free boundary problems are solved and we
prove that their solutions are indeed the value functions. Finally, in Section 4, we show that the
optimal solutions are generically unique (except in the critical case c = c∗(µ), where there are
two distinct optimal solutions), and we study the limiting case c ↓ 0.

2 Solution of the problem

In this section, we present the solution of both problems (1.4) and (1.5). In order to formulate a
free boundary problem for the value function, we will assume that the solution will satisfy three
properties. The validity of these properties will be established in Section 3.

2.1 Properties of the solution

Property 1. The optimal strategy is symmetric with respect to the initial drift and the value
functions satisfy Vc(x, a) = Vc(1 − x,−a) and V max

c (x, a) = V max
c (1 − x,−a), for all x ∈ [0, 1]

and a ∈ {±1}.
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Property 2. There exists a critical value c∗(µ) > 0 for which the optimal strategy is the con-
stant strategy if c > c∗(µ).

Indeed, for a given µ, the expected exit time of a Brownian motion with constant drift ±µ
is a bounded function of the starting point x ∈ [0, 1]. Thus, if the cost exceeds a certain value,
then a reasonable player will never pay this cost to change the initial drift. This value is given by
the maximal difference between the expected exit time from [0, 1] of a Brownian motion starting
at x with a constant drift µ or −µ. Namely, for ν ∈ R, set σν = inf{t > 0 : Bt + νt /∈ ]0, 1[ }
and fν(x) = Ex(σν). Then, by taking the derivative at 0 of the moment-generating function of
a Brownian motion with drift (see [1, II.2.3]), we find, after tedious calculations, that

fν(x) = −x
ν

+
1− e−2νx

ν(1− e−2ν)
(2.1)

and that

c∗(µ) := max
x∈[0,1]

(
fµ(x)− f−µ(x)

)
= max

x∈[0,1]

(
−2x
µ

+
1
µ

+
e2µx − e2µ(1−x)

µ(e2µ − 1)

)

=
−1
µ2

{
log
(

sinh(µ)
µ

(
1−

√
1− µ2

sinh2(µ)

))
+
√

1− µ2

sinh2(µ)

}
, (2.2)

for any µ ∈ R+ (note that limµ↓0 c
∗(µ) = 0 and limµ→+∞ c

∗(µ) = 0). This maximum is attained
at

x∗ =
1

2µ

(
log
(

sinh(µ)
µ

(
1−

√
1− µ2

sinh2(µ)

))
+ µ

)
. (2.3)

The third property concerns the general shape of the optimal strategy. Indeed, consider
two scenarios in the minimization problem. Assume first that one starts near 1 with a positive
drift. The player will keep this favorable drift for a while. If the particle goes down, then when
it reaches 1

2 , both drifts are equivalent because of the symmetry property. Since the player is
subject to a switching penalty, he will keep the positive drift. If the particle keeps going down,
then it will become more advantageous to change to a negative drift so that the particle will
exit more quickly through 0.

Secondly, if one starts close to 0 with a positive drift, then the diffusive behavior of the par-
ticle makes it very likely that it will rapidly hit 0 even if the drift is in the unfavorable direction.
Thus, it is probably not worthwhile to pay the penalty to change the drift. These two facts are
summarized by the following property:

Property 3. There exist two barriers ac and bc satisfying 0 < ac 6 bc <
1
2 and such that it

is optimal to keep a positive drift above bc or below ac and it is optimal to switch to a negative
drift within [ac, bc].

In the case of the maximization problem, this property becomes:

Property 3max. There exist two barriers amax
c and bmax

c satisfying 1
2 < amax

c 6 bmax
c < 1 and

such that it is optimal to keep a positive drift above bmax
c or below amax

c and it is optimal to switch
to a negative drift within [amax

c , bmax
c ].

2.2 Solution of the minimization problem

The solution of the stochastic control problem (1.4) is found through the resolution of a free
boundary problem for the value function. In the region where it is optimal to keep the current
drift, the value function must satisfy a certain ordinary differential equation: see (2.4a). In the
region where it is optimal to switch to the other drift, we have another equation: see (2.4b).
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These equations are obtained by the dynamic programming principle and the Hamilton-Jacobi-
Bellman equation (see e.g. [10, Section 3.1] or [19, Section 3]). Following this principle and the
three properties that we assumed, we expect that the value function should satisfy the following
problem, in which Vc(x+, a) (resp. Vc(x−, a)) denotes limy↓x Vc(y, a) (resp. limy↑x Vc(y, a)):

µ
∂Vc
∂x

(x, 1) +
1
2
∂2Vc
∂x2

(x, 1) = −1, x ∈ [0, ac[∪ ]bc, 1] (2.4a)

Vc(x, 1) = Vc(x,−1) + c, x ∈ [ac, bc] (2.4b)
Vc(0, 1) = Vc(1, 1) = 0, (boundary conditions) (2.4c)

Vc(ac−, 1) = Vc(ac+, 1), (continuous fit) (2.4d)
Vc(bc−, 1) = Vc(bc+, 1), (continuous fit) (2.4e)

∂Vc
∂x

(ac−, 1) =
∂Vc
∂x

(ac+, 1), (smooth fit) (2.4f)

∂Vc
∂x

(bc−, 1) =
∂Vc
∂x

(bc+, 1), (smooth fit) (2.4g)

Vc(x,−1) = Vc(1− x, 1), x ∈ [0, 1] (symmetry) (2.4h)

where ac and bc are two unknowns satisfying 0 < ac 6 bc <
1
2 .

Proposition 1. Let c∗(µ) be given by (2.2). There exists a unique solution {V̄c, ac, bc} to the
free boundary problem (2.4).

1. If c = c∗(µ), then the solution is given by

ac∗ = bc∗ =
1

2µ

(
log
(

sinh(µ)
µ

(
1−

√
1− µ2

sinh2(µ)

))
+ µ

)
(2.5)

and
V̄c∗(x, a) = faµ(x) = Jc∗(x, a, Ã), x ∈ [0, 1], a ∈ {±1}, (2.6)

where Ã = (Ãt ≡ a)t>0 is the constant strategy and faµ is defined by (2.1). Moreover,

ac∗ = argmax
x∈[0,1]

{
fµ(x)− f−µ(x)

}
and fµ(ac∗) = f−µ(ac∗) + c∗(µ). (2.7)

2. If 0 < c < c∗(µ), then the solution is given by

V̄c(x, 1) =


−x
µ + βc

(
e−2µx − 1

)
, x ∈ [0, ac[ ,

x
µ + αc

(
e2µx − 1

)
+ c, x ∈ [ac, bc],

1−x
µ + αc

(
e2µ(1−x) − 1

)
, x ∈ ]bc, 1],

(2.8)

V̄c(x,−1) = V̄c(1− x, 1), x ∈ [0, 1],

where bc ∈
[
0, 1

2

[
is the unique solution x of the transcendental equation

e4µx−2µ(2µx− µ+ cµ2 − 1) + 2µx− µ+ cµ2 + 1 = 0, (2.9)

αc =
−e−µ

2µ2 cosh(2µbc − µ)
, (2.10)

ac is the unique solution y ∈ ]0, bc[ of the transcendental equation

µ2αce
4µy + (1− 2µ2αc)e2µy − 2µy + µ2αc − cµ2 − 1 = 0 (2.11)

and
βc = −αce4µac − 1

µ2
e2µac . (2.12)
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We now use the value of the barriers ac and bc to define the following four subsets of [0, 1]:

C1 = [0, ac[∪ ]bc, 1], C−1 = [0, 1− bc[∪ ]1− ac, 1],
D1 = [ac, bc], D−1 = [1− bc, 1− ac].

The subsets Ca and Da are called respectively the continuation and the switching region for
the drift a. For 0 < c 6 c∗, we define the candidate optimal strategy Ac as follows. Let
(x, a) ∈ [0, 1] × {−1, 1} be the initial conditions, define inductively an increasing sequence
(τn)n∈N of stopping times by τ0 = 0 and for n > 0,

τn+1 =
{

inf
{
t > τn : Xn

t ∈ D(−1)na

}
, if {· · · } 6= ∅,

+∞, otherwise,

where X−1
0 = x, and for n > 0, Xn is the process defined as the solution of

dXn
t = (−1)naµ dt+ dBt, t ∈ [τn,+∞[ ,

Xn
τn = Xn−1

τn .

Set τ = inf {t > 0 : ∃n > 0 with Xn
t /∈ ]0, 1[ and t ∈ [τn, τn+1[ }. Then define Ac0− = a, Act = a

for t ∈ [τ0, τ1[ , and for n > 1,

Act = −Acτn−, for t ∈ [τn, τn+1[ . (2.13)

This construction implies that Ac satisfies for all t > 0

Act =
{
Act−, if XAc

t ∈ CAct− ,
−Act−, if XAc

t ∈ DAct−
,

(2.14)

and the controlled process XAc is the solution of dXAc
t = Actµdt+ dBt and XAc

0 = x. Observe
that the sequence of the stopping times (τn) corresponds to the jump times of the strategy Ac,
that XAc

t = Xn
t on [τn, τn+1[ and that τ = τA

c
, the exit time from ]0, 1[ of XAc . This candidate

strategy is pictured in Figure 1 and it satisfies the following properties.

Proposition 2. If 0 < c 6 c∗(µ), then for all x ∈ [0, 1] and a ∈ {−1, 1}, we have

Ex,a
(
τA

c)
< +∞ and Ex,a (NτAc (A

c)) < +∞.

Now that we have exhibited a candidate strategy and a candidate value function as the
solution of a free boundary problem, we can state the optimality theorem.

Theorem 3. Let c∗(µ) be given by (2.2). If Ac is the control satisfying (2.13) (and (2.14)) and
if V̄c denotes the unique solution of the free boundary problem (2.4) given in Proposition 1, then:

1. for 0 < c 6 c∗(µ), the value function is Vc = V̄c and Ac is an optimal control for the
problem (1.4);

2. for c > c∗(µ), the value function is Vc = V̄c∗(µ) and Ã = (Ãt ≡ a)t>0 is Px,a-a.s. the unique
optimal control for the problem (1.4).

Remark 4. In the case where c = c∗(µ), we see in Proposition 1 that the switching regions
consist of one single point, at which a change of drift can be considered as insignificant. Indeed
at this point, the price to pay for a change of drift is equal to the maximum expected profit
provided by this change itself. Moreover, the same Proposition together with Theorem 3 show
that the constant strategy and the candidate Ac

∗
are both optimal in this case. The same

remark will apply to the maximization problem. For a uniqueness result when 0 < c < c∗(µ),
see Proposition 17.
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2.3 Solution of the maximization problem

As for the minimization problem, we formulate a free boundary problem for the value function
that is motivated by our assumptions on the solution and by the dynamic programming principle:

µ
∂V max

c

∂x
(x, 1) +

1
2
∂2V max

c

∂x2
(x, 1) = −1, x ∈ [0, amax

c [∪ ]bmax
c , 1] (2.15a)

V max
c (x, 1) = V max

c (x,−1)− c, x ∈ [amax
c , bmax

c ] (2.15b)
V max
c (0, 1) = V max

c (1, 1) = 0, (boundary conditions) (2.15c)
V max
c (amax

c −, 1) = V max
c (amax

c +, 1), (continuous fit) (2.15d)
V max
c (bmax

c −, 1) = V max
c (bmax

c +, 1), (continuous fit) (2.15e)
∂V max

c

∂x
(amax
c −, 1) =

∂V max
c

∂x
(amax
c +, 1), (smooth fit) (2.15f)

∂V max
c

∂x
(bmax
c −, 1) =

∂V max
c

∂x
(bmax
c +, 1), (smooth fit) (2.15g)

V max
c (x,−1) = V max

c (1− x, 1), x ∈ [0, 1] (symmetry) (2.15h)

where amax
c and bmax

c are two unknowns satisfying 1
2 < amax

c 6 bmax
c < 1. Even though the

solution of the free boundary problem in the maximization problem is similar to the one in
the minimization problem, the two problems are not symmetric as we shall see in the next
proposition.

Proposition 5. Let c∗(µ) be given by (2.2). There exists a unique solution {V̄ max
c , amax

c , bmax
c }

to the free boundary problem (2.15).

1. If c = c∗(µ), then the solution is given by amax
c = bmax

c = 1− ac and

V̄ max
c∗ (x, a) = V̄c∗(x, a) = faµ(x), x ∈ [0, 1], a ∈ {±1}, (2.16)

where ac and V̄c∗ are given by Proposition 1 and faµ is defined by (2.1).

2. If 0 < c < c∗(µ), then the solution is given by

V̄ max
c (x, 1) =


−x
µ + γc

(
e−2µx − 1

)
, x ∈ [0, amax

c [ ,

−1−x
µ + γc

(
e−2µ(1−x) − 1

)
− c, x ∈ [amax

c , bmax
c ],

1−x
µ + δc

(
e2µ(1−x) − 1

)
, x ∈ ]bmax

c , 1],

(2.17)

V̄ max
c (x,−1) = V̄ max

c (1− x, 1), x ∈ [0, 1],

where amax
c = 1 − bc and γc = αce

2µ with bc and αc given by Proposition 1, bmax
c is the

unique solution x ∈ ]amax
c , 1[ of the transcendental equation

γcµ
2e4µx−4µ + e2µx−2µ

(
1− 2γcµ2

)
− 2µx+ 2µ− 1 + γcµ

2 + cµ2 = 0 (2.18)

and
δc = − 1

µ2 e
−2µ(1−bmax

c ) − γce−4µ(1−bmax
c ). (2.19)

Moreover, bmax
c > 1− ac.

We construct the candidate strategy for the maximization problem as we did to get to (2.14).
Let

Cmax
1 = [0, amax

c [∪ ]bmax
c , 1], Cmax

−1 = [0, 1− bmax
c [∪ ]1− amax

c , 1],
Dmax

1 = [amax
c , bmax

c ], Dmax
−1 = [1− bmax

c , 1− amax
c ],
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Figure 1: Illustration of the control Ac on the left-hand side and of Gc on the right-hand side
in the case where 0 < c < c∗(µ). Here we assume that the initial drift is positive.

with amax
c and bmax

c given in Proposition 5. We denote by Gc the strategy constructed using the
ideas that led to (2.13) and that satisfies

Gct =

{
Gct−, if XGc

t ∈ Cmax
Gct−

,

−Gct−, if XGc
t ∈ Dmax

Gct−
,

(2.20)

where XGc is the process controlled by Gc. This strategy is pictured in Figure 1 and it satisfies
the following properties.

Proposition 6. If 0 < c 6 c∗(µ), then for all x ∈ [0, 1] and a ∈ {−1, 1}, we have

Ex,a
(
τG

c)
< +∞ and Ex,a (NτGc (G

c)) < +∞.

Theorem 7. Let c∗(µ) be given by (2.2). If Gc is the control satisfying (2.20) and if V̄ max
c

denotes the unique solution of the free boundary problem (2.15) given in Proposition 5, then:

1. for 0 < c 6 c∗(µ), the value function is V max
c = V̄ max

c and Gc is an optimal control for the
problem (1.5);

2. for c > c∗(µ), the value function is V max
c = V̄ max

c∗(µ), and Ã = (Ãt ≡ a)t>0 is Px,a-a.s. the
unique optimal control for the problem (1.5).

3 Proofs

3.1 Free boundary problem for the minimization problem

The general solution to the o.d.e. (2.4a) is v(x) = −x
µ + c1e

−2µx + c2 where c1 and c2 are
arbitrary constants. Since (2.4a) is satisfied on the two disjoint intervals [0, ac[ and ]bc, 1], this
yields four arbitrary constants to determine. The boundary conditions (2.4c) reduce this to two
unknown constants (see [18, Ch.2] for details). The value of V̄c(x, 1) for x ∈ [ac, bc] is obtained
by using (2.4b) together with (2.4h). We then find that V̄c must satisfy

V̄c(x, 1) =


−x
µ + βc

(
e−2µx − 1

)
, x ∈ [0, ac[ ,

x
µ + αc

(
e2µx − 1

)
+ c, x ∈ [ac, bc],

1−x
µ + αc

(
e2µ(1−x) − 1

)
, x ∈ ]bc, 1],

(3.1)
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where αc, βc, ac and bc are four unknowns that we have to determine using the equations (2.4d)–
(2.4g). They give us after some simplifications, in the same order:

−2ac
µ + βc

(
e−2µac − 1

)
= αc

(
e2µac − 1

)
+ c, (3.2)

αc

(
e2µbc − 1

)
+ c = 1−2bc

µ + αc

(
e2µ(1−bc) − 1

)
, (3.3)

2µαce2µac + 2βcµe−2µac + 2
µ = 0, (3.4)

2µαc
(
e2µbc + e2µ(1−bc)

)
+ 2

µ = 0. (3.5)

Multiply (3.2) by e2µac , (3.3) by e2µbc , (3.4) by 1
2µ e

2µac and (3.5) by 1
2µ e

2µbc , to obtain, after
simplifications, respectively the four equations

αce
4µac +

(
βc − αc + 2ac

µ + c
)
e2µac − βc = 0, (3.6)

αce
4µbc +

(
2bc−1
µ + c

)
e2µbc − αce2µ = 0, (3.7)

αce
4µac + e2µac

µ2 + βc = 0, (3.8)

αce
4µbc + e2µbc

µ2 + αce
2µ = 0. (3.9)

Subtract (3.7) from (3.9), and solve this equation for αc, then insert this expression into the sum
of (3.7) and (3.9), to get a new equation (3.10) for bc. Solve (3.8) for βc, and plug this value
into (3.6) to get a new equation (3.11) for ac. These equations are

e2µ(2bc−1)(µ(2bc − 1) + cµ2 − 1) + µ(2bc − 1) + cµ2 + 1 = 0, (3.10)

µ2αce
4µac + (1− 2µ2αc)e2µac − 2µac + µ2αc − cµ2 − 1 = 0, (3.11)

and the formulas for αc and βc are

αc = e2µbc
(

2bc−1
µ + c− 1

µ2

)
1
2e
−2µ, βc = −αce4µac − e2µac

µ2 .

Equations (3.10) for bc and (3.11) for ac are transcendental. We define

hc(t) = e2t(t+ cµ2 − 1) + t+ cµ2 + 1, (3.12)

h̃c(s) = µ2αce
2s + (1− 2µ2αc)es − s+ µ2αc − cµ2 − 1, (3.13)

so that bc and ac are respectively solution of hc(µ(2bc − 1)) = 0 and h̃c(2µac) = 0. Setting
tc = µ(2bc − 1) and sc = 2µac, we find that solving the system (3.2)–(3.5) with 0 < ac 6 bc <

1
2

is equivalent to solving

hc(tc) = 0, (3.14)

h̃c(sc) = 0, (3.15)

αc = (tc + cµ2 − 1) 1
2µ2 e

tc−µ, (3.16)

βc = −αce2sc − 1
µ2 e

sc , (3.17)

with −µ < tc < 0 and 0 < sc 6 tc + µ.

Remark 8. By computing two derivatives, we see that h′′c (t) > 0, for all t ∈ R, limt↓−∞ h
′
c(t) =

1, therefore h′c(t) > 0, for all t ∈ R, therefore hc is strictly increasing with hc(−cµ2 − 1) =
−2e−2(cµ2+1) < 0 and hc(−cµ2) = −e−2cµ2

+ 1 > 0, so that (3.14) admits a unique solution
tc ∈ ] − cµ2 − 1,−cµ2[. On the other hand, h̃c(0) = −cµ2 < 0 and we see by direct calculation
that h̃′c(s) = 0 if and only if s ∈

{
0, log

(
−1

2µ2αc

)}
. We set

m̃c = log
(
−1

2µ2αc

)
(3.18)
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and depending on the sign of this value and of h̃c (m̃c), (3.15) has up to three solutions. This
will be discussed later on a case by case basis.

Proof of Proposition 1. Let us start with the case where c = c∗ := c∗(µ). In this case, the unique
solution of (3.14) is given by

tc∗ = −c∗µ2 −
√

1− µ2

sinh2(µ)
. (3.19)

Indeed, by (2.2), (3.19) and direct computations,

hc∗(tc∗) = e2tc∗ (tc∗ + c∗µ2 − 1) + tc∗ + c∗µ2 + 1

=
(

sinh(µ)
µ

(
1−

√
1− µ2

sinh2(µ)

))2(
−
√

1− µ2

sinh2(µ)
− 1
)
−
√

1− µ2

sinh2(µ)
+ 1

= 0.

Using the formula for c∗ in (2.2), we can write

tc∗ = log
(

sinh(µ)
µ

(
1−

√
1− µ2

sinh2(µ)

))
. (3.20)

Moreover, 0 > tc∗ > −µ. Indeed, the first inequality follows from the fact that sinhµ > µ and
the second one is equivalent to sinh(µ)

µ

(
1−

√
1− µ2

sinh2(µ)

)
> e−µ, which, in turn, is equivalent

to e2µ(µ− 1) + µ+ 1 > 0; this last inequality is satisfied for all µ > 0. Plugging into (3.16) the
value of tc∗ given by (3.19), or by (3.20) when it appears in an exponential, we obtain

αc∗ =
−e−µ

2µ sinh(µ)
. (3.21)

We now observe that the unique solution sc∗ of (3.15) such that 0 < sc∗ 6 tc∗ + µ is given by

sc∗ = tc∗ + µ. (3.22)

Indeed, by definition of tc∗ (see (3.19) or (3.20)) and of αc∗ in (3.21), we have

h̃c∗(tc∗ + µ) = µ2αc∗e
2(tc∗+µ) + (1− 2µ2αc∗)etc∗+µ − (tc∗ + µ) + µ2αc∗ − c∗µ2 − 1

= µ2αc∗
(
etc∗+µ − 1

)2 + etc∗+µ − (tc∗ + c∗µ2)− µ− 1

= −µe−µ
2 sinh(µ)

[
eµ
(

sinh(µ)
µ

(
1−

√
1− µ2

sinh2(µ)

))
− 1
]2

+ eµ
[

sinh(µ)
µ

(
1−

√
1− µ2

sinh2(µ)

)]
+
√

1− µ2

sinh2(µ)
− µ− 1

= 0.

The uniqueness on the interval ]0, tc∗ +µ] is obtained by considering the position of the extrema
of h̃c∗ . Indeed, setting

m̃c∗ = log
(
−1

2µ2αc∗

)
= log

(
eµ sinh(µ)

µ

)
= µ+ log

(
sinh(µ)
µ

)
and since sinh(µ)/µ > 1 for all µ > 0, we have that m̃c∗ > µ > tc∗ + µ > 0. Thus, the function
h̃c∗(s) vanishes three times: the first time on the interval ]−∞, 0[ , then it reaches at 0 a local
minimum h̃c∗(0) = −c∗µ2, then it increases, vanishes at tc∗ +µ < m̃c∗ and keeps increasing until
m̃c∗ where it reaches a local maximum. Therefore h̃∗c(m̃c∗) > 0. Finally, h̃c∗(s) vanishes a third
time on the interval ]m̃c∗ ,+∞[.
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It remains to determine the parameter βc∗ which, by (3.17), (3.22), (3.20) and (3.21), is given
by

βc∗ = −eµ
2µ sinh(µ) . (3.23)

We have therefore solved the system (3.14)–(3.17) and we have found that

bc∗ =
1
2

(
tc∗

µ
+ 1
)
∈
]
0, 1

2

[
and ac∗ =

sc∗

2µ
=
tc∗ + µ

2µ
= bc∗ , (3.24)

with tc∗ given by (3.19). This establishes the existence and uniqueness of the solution V̄c∗ of the
free boundary problem (2.4). This solution is given by

V̄c∗(x, 1) =

{ −x
µ + βc∗

(
e−2µx − 1

)
, x ∈ [0, ac∗ ],

1−x
µ + αc∗

(
e2µ(1−x) − 1

)
, x ∈ [ac∗ , 1],

=

{
−x
µ + 1−e−2µx

µ(1−e−2µ)
, x ∈ [0, ac∗ ],

−x
µ + 1−e−2µx

µ(1−e−2µ)
, x ∈ [ac∗ , 1],

(3.25)

= fµ(x) = Ex (σµ) , x ∈ [0, 1],

and V̄c∗(x,−1) = V̄c∗(1 − x, 1) = f−µ(x). By definition of Ã, we have faµ = Jc∗(x, a, Ã) where
Ã is the constant strategy (Ãt ≡ a). Finally, we find using (3.24) and (3.20) that

ac∗ = bc∗ =
1

2µ

(
log
(

sinh(µ)
µ

(
1−

√
1− µ2

sinh2(µ)

))
+ µ

)
,

which, according to (2.3), is the location of the global maximum of fµ(x)−f−µ(x) on the interval
[0, 1]. Therefore, by definition of c∗(µ), we have fµ(ac∗) = f−µ(ac∗) + c∗(µ), and this completes
the proof of the first part of Proposition 1.

Let us now consider 0 < c < c∗(µ). The form of the solution V̄c of the free boundary
problem (2.4) given in (2.8) has already been discussed starting with (3.1) and reduced to the
resolution of the equivalent system (3.14)–(3.17) with −µ < tc < 0 and 0 < sc < tc + µ.

We start by showing that the unique solution tc of (3.14) mentioned in Remark 8 is such that
−µ < tc∗ < tc < −cµ2. The first inequality is mentioned just after (3.20) and the last inequality,
as well as the uniqueness of the solution, has been discussed in Remark 8. Observe that by
definition, t 7→ hc(t) and c 7→ hc(t) are both strictly increasing. Thus, hc(tc∗) < hc∗(tc∗) = 0 and
since, by definition, hc(tc) = 0, we obtain the last inequality tc∗ < tc and this establishes (2.9)
of Proposition 1.

We now establish (2.10). Notice that by definition of tc, we have e2tc(tc + cµ2 − 1) + tc +
cµ2 + 1 = 0, which is equivalent to

tc + cµ2 =
−1 + e2tc

1 + e2tc
=

sinh(tc)
cosh(tc)

(3.26)

and which yields (2.10). Indeed, by (3.16),

αc = (tc + cµ2 − 1)
1

2µ2
etc−µ =

−e−µ

2µ2

1
cosh(tc)

=
−e−µ

2µ2 cosh(2µbc − µ)
. (3.27)

In order to prove (2.11) or, equivalently, to show that there exists a unique solution sc
of (3.15) such that 0 < sc < tc + µ, we need to study the function h̃c and more particularly the
position of its local maximum h̃c(m̃c) (see Remark 8). Observe that by (3.18) and (3.27),

m̃c = log
(
−1

2µ2αc

)
= µ+ log (cosh(tc)) > µ.
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As tc < 0, we have
0 < 2µbc = tc + µ < m̃c. (3.28)

Plugging s = 2µbc = tc + µ into (3.13), we see that

h̃c(tc + µ) = µ2αc
(
etc+µ − 1

)2 + etc+µ −
(
tc + cµ2

)
− µ− 1.

Since µ2αc = − e−µ

etc+e−tc by (2.10), and expressing tc + cµ2 using (3.26), we obtain

h̃c(tc + µ) =
−e−µ

etc + e−tc

[ (
etc+µ − 1

)2 − etc+2µ
(
etc + e−tc

)
+ etc+µ − e−tc+µ

+ (µ+ 1)
(
etc+µ + e−tc+µ

) ]
,

and this simplifies to

h̃c(tc + µ) = −µ+
sinh(µ)
cosh(tc)

. (3.29)

Define
k(t) = −µ+

sinh(µ)
cosh(t)

.

Clearly, this function has two zeros t̃ < 0 and −t̃ > 0. From (3.29), k(tc∗) = h̃c∗(tc∗ + µ) = 0
by (3.22). Therefore, t̃ = tc∗ and, since tc∗ < tc < 0, we conclude that k(tc) > 0, which implies
that

h̃c(2µbc) = h̃c(tc + µ) = k(tc) > 0. (3.30)

Since h̃c is monotone on [0, m̃c] and h̃c(0) = −cµ2 < 0, we conclude that 0 < sc < tc + µ, which
establishes (2.11). Finally, (2.12) is simply a rewriting of (3.17).

3.2 Proof of optimality for the minimization problem

We now aim to prove that the solution V̄c of (2.4) given in Proposition 1 is indeed the value
function. For this, we could apply the Verification Theorem 6.2 of [10]. However, we prefer
to give a direct proof, in which the main steps correspond to checking assumptions of the
Verification Theorem. Indeed, Lemma 9 below corresponds to verifying hypotheses (vi) and (x)
of [10, Theorem 6.2], and Corollary 11 below corresponds to hypothesis (ii) there. However,
by detailing the proof, we can identify where any deviation from the strategy Ac leads to a
suboptimal cost function, and this will be useful in our result on uniqueness (Proposition 17 in
Section 4).

Before proving Proposition 2, we introduce some notations. Let (τn) be the sequence of
switching times of Ac and let τA

c
be the exit time of XAc from [0, 1]. For a Brownian motion B

starting a.s. at x and for a < x < b, let

p±x (a, b) = Px {Bt ± µt hits a before b} . (3.31)

These quantities satisfy the translation invariance property p±x (a, b) = p±x+h(a+ h, b+ h) for all
h ∈ R and the symmetry property p−x (a, b) = p+

−x(−a,−b). We also define

σ±a,b = inf{t > 0 : Bt ± µt /∈ ]a, b[},

Ex(y, a, b) = E
(
σ+
a,b

∣∣∣Bσ+
a,b

+ µσ+
a,b = y,B0 = x

)
, y ∈ {a, b}. (3.32)

These expectations and probabilities can all be explicitly computed (see e.g. [1, II.2.3]). In
particular, the expectations are finite and 0 < p±x (a, b) < 1.
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Proof of Proposition 2. Using the above notations, we find that for all k ∈ N,

Px,a (NτAc (A
c) = k) = Px,a

(
τk < τA

c
< τk+1

)
= Px,a

(
τA

c
< τk+1 | τk < τA

c)
Px,a

(
τk < τA

c | τk−1 < τA
c)

× · · · × Px,a
(
τ2 < τA

c | τ1 < τA
c)

Px,a
(
τ1 < τA

c)
since {τj < τA

c} ⊃ {τj+1 < τA
c} for all j > 1.

If x ∈ {0, 1}, then Ex,a
(
τA

c)
= Ex,a (NτAc (A

c)) = 0. Consider now the case where x ∈ ]bc, 1[
and Ac0− = a = 1. Notice that for all k > 1, on {τk < τA

c}, XAc
τk

= bc if k is odd and XAc
τk

= 1−bc
if k is even. Clearly, Px,1

(
τ1 < τA

c)
= p+

x (bc, 1) and since the process XAc is strong Markov by
construction, for k even (but also, by symmetry, for k odd),

Px,1
(
τk+1 < τA

c | τk < τA
c)

= P1−bc,1
(
τ1 < τA

c)
= p+

1−bc(bc, 1).

Therefore,

Px,1 (NτAc (A
c) = k) =

{
1− p+

x (bc, 1), if k = 0,
p+
x (bc, 1)

(
p+

1−bc(bc, 1)
)k−1 (1− p+

1−bc(bc, 1)), if k > 1,
(3.33)

that is, given NτAc (A
c) > 1, NτAc (A

c) is a geometric r.v. with parameter 1−p+
1−bc(bc, 1) ∈ ]0, 1[ .

Therefore, Ex,1 (NτAc (A
c)) < +∞, and this establishes the second statement in Proposition 2.

Turning to the other statement, by the law of total probability,

Ex,1
(
τA

c)
=

+∞∑
k=0

Ex,1
(
τA

c ∣∣ τk < τA
c
< τk+1

)
Px,1 (NτAc (A

c) = k) . (3.34)

For k = 0,
Ex,1

(
τA

c ∣∣ 0 < τA
c
< τ1

)
= Ex(1, bc, 1).

For k > 1, on {τk < τA
c
< τk+1},

τA
c

= τ1 + (τ2 − τ1) + · · ·+ (τk − τk−1) + (τA
c − τk).

By the strong Markov property,

Ex,1
(
τ1

∣∣ τk < τA
c
< τk+1

)
= Ex,1

(
τ1

∣∣∣ τ1 = σ+
bc,1

)
= Ex(bc, bc, 1),

and for 2 6 ` 6 k,

Ex,1
(
τ` − τ`−1

∣∣ τk < τA
c
< τk+1

)
= E1−bc(bc, bc, 1)

and
Ex,1

(
τA

c − τk
∣∣ τk < τA

c
< τk+1

)
= E1−bc(1, bc, 1).

Therefore, for k > 1,

Ex,1
(
τA

c ∣∣ τk < τA
c
< τk+1

)
= Ex(bc, bc, 1) + (k − 1)E1−bc(bc, bc, 1) + E1−bc(1, bc, 1),

and we conclude from (3.33) and (3.34) that Ex,1
(
τA

c)
< +∞.

The cases x ∈ [0, ac[ , x ∈ [ac, bc] and a = −1 are treated similarly. This completes the proof
of Proposition 2.
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Lemma 9. Let La denote the infinitesimal generator of a Brownian motion with drift aµ,
a ∈ {±1}; that is, for f ∈ C2([0, 1],R)

Laf(x) = aµ
∂f

∂x
(x) +

1
2
∂2f

∂x2
(x). (3.35)

Then, for all 0 < c < c∗(µ),

1 + LaV̄c(x, a) = 0, for all x ∈ Ca, (3.36)
1 + LaV̄c(x, a) > 0, for all x ∈ Da \ ∂Da. (3.37)

Moreover, if c = c∗(µ), then

1 + LaV̄c∗(x, a) = 0, for all x ∈ [0, 1]. (3.38)

Proof. In the case where c = c∗(µ), (3.38) is a standard property of V̄c∗(x, a) = faµ(x) (see (2.6)),
but it is also easily obtained from the explicit expression that we have for faµ (see (2.1)).

Assume 0 < c < c∗ and consider the case where a = 1, since the other case is similar. The
function V̄c(x, 1) is C2 in both C1 and D1 \ ∂D1. The first equality (3.36) follows from the
construction of V̄c (see (2.4a)). It remains to prove (3.37). By construction (see (2.4b)), for all
x ∈ D1 \ ∂D1 = ]ac, bc[ , we have V̄c(x, 1) = c+ V̄c(x,−1) and thus,

1 + L1V̄c(x, 1) = 1 + L1(c+ V̄c(x,−1)) = 1 + µ
∂V̄c
∂x

(x,−1) +
1
2
∂2V̄c
∂x2

(x,−1).

Moreover, since ]ac, bc[ belongs to C−1 in which (3.36) is satisfied, we have

1+L1V̄c(x, 1) = 1+µ
∂V̄c
∂x

(x,−1)+
1
2
∂2V̄c
∂x2

(x,−1)−(1+L−1V̄c(x,−1)) = 2µ
∂V̄c
∂x

(x,−1). (3.39)

Thus, we have to prove that µ ∂V̄c
∂x (x,−1) > 0 for all x ∈ D1 \ ∂D1. If x ∈ ]ac, bc[ , then

1− x ∈ ]1− bc, 1− ac[⊂ ]bc, 1] and according to (2.8),

V̄c(x,−1) = V̄c(1− x, 1) = x
µ + αc

(
e2µx − 1

)
.

Therefore, µ ∂V̄c
∂x (x,−1) = 1 + 2µ2αce

2µx for all x ∈ ]ac, bc[ . As x ∈ ]ac, bc[⊂ ]0, 1
2 [ and αc < 0,

we get according to (3.27) that

1 + 2µ2αce
2µx > 1 + 2µ2αce

µ = 1− 1
cosh(2µbc − µ)

> 0,

which establishes the lemma.

Lemma 10. For all 0 < c 6 c∗(µ) and any a ∈ {−1, 1}, if x ∈ Ca, then

V̄c(x, a) < c+ V̄c(x,−a).

Proof. In the case where c = c∗(µ), the result follows immediately from (2.7) together with (2.6).
Assume 0 < c < c∗(µ) and consider the case where a = 1, since the other case is similar. We
distinguish four cases.

Case 1. If x ∈ [0, ac[ , then 1− x ∈ ]1− ac, 1] ⊂ ]bc, 1] and, according to (2.4h) and (2.8),

c+ V̄c(x,−1)− V̄c(x, 1) = c+ 2x
µ + αc

(
e2µx − 1

)
− βc

(
e−2µx − 1

)
=: d1(x).

We will show that d1(x) > 0 for x ∈ [0, ac[ . Indeed, d′1(x) vanishes at most twice on R, because
the equation d′1(x) = 0 is a quadratic equation in e2µx. The roots of d′1(x) are given by

x±1 =
1

2µ
log
(
− 1

2µ2αc
±
√

∆1

)
, (3.40)
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with ∆1 = 1
4µ4α2

c
− βc

αc
. By (2.12) and (2.10), we have

1− 4µ4αcβc =
(
1 + 2µ2αce

2µac
)2 =

(
1− e2µac−µ

cosh(2µbc − µ)

)2

> 0

and thus ∆1 > 0. Using (2.12), (2.10) and the fact that ac < bc, we see that βc < 0, and so
(−2µαc)−1 −

√
∆1 > 0. Therefore, x±1 ∈ R. From the formula for d′1(x) and (2.12), we see that

d′1(ac) = 2
µ + 2µαce2µac + 2µβce−2µac = 2

µ + 2µαce2µac − 2µ
(
αce

4µac +
e2µac

µ2

)
e−2µac = 0.

Therefore, ac ∈ {x−1 , x
+
1 }. By (3.28),

0 < 2µac < 2µbc < m̃c = log
(
−1

2µ2αc

)
.

Since 2µx−1 < m̃c < 2µx+
1 , we find that x−1 = ac < x+

1 . This implies that the function d1 is
monotone decreasing on ] −∞, ac[ with d1(0) = c > 0 and d1(ac) = 0 by (2.4b). The function
d1 is thus strictly positive on [0, ac[ , which proves the desired inequality.

Case 2. If x ∈ ]bc, 1− bc[ , then 1− x ∈ ]bc, 1− bc[ and according to (2.4h) and (2.8), we have

c+ V̄c(x,−1)− V̄c(x, 1) = c+ 2x−1
µ + αc

(
e2µx − e2µe−2µx

)
=: d2(x). (3.41)

We will show that d2(x) > 0 for x ∈ ]bc, 1− bc[. Indeed, its derivative d′2 vanishes at most twice
on R, at

x±2 =
1

2µ
log
(
− 1

2µ2αc
±
√

∆2

)
,

where ∆2 = 1
4µ4α2

c
− e2µ. By (2.10), we find that −2µ2αc = e−µ

cosh(2µbc−µ) < e−µ since bc < 1
2 .

Hence, ∆2 > 0, and according to (2.4b) and condition (2.4g), we have that d′2(bc) = 0. Moreover,
we notice that d′2(1 − bc) = d′2(bc) = 0. Thus, x−2 = bc < x+

2 = 1 − bc and the function d2 is
monotone increasing on ]bc, 1− bc[. From (2.4b), we have that d2(bc) = 0, thus, the function d2

is strictly positive on ]bc, 1− bc[ , which proves the desired inequality.

Case 3. If x ∈ [1− bc, 1− ac], then 1− x ∈ [ac, bc] = D1 and by (2.4h) and (2.4b),

c+ V̄c(x,−1)− V̄c(x, 1) = c+ V̄c(1− x,−1) + c− V̄c(x, 1) = 2c > 0, (3.42)

which proves the desired inequality.

Case 4. If x ∈ ]1− ac, 1], then 1− x ∈ [0, ac[ and we have, according to (2.4h) and (2.8),

c+ V̄c(x,−1)− V̄c(x, 1) = c− 2
1− x
µ

+ βc

(
e−2µ(1−x) − 1

)
− αc

(
e2µ(1−x) − 1

)
=: d3(x).

We see that d3(x) = 2c− d1(1− x). Thus, d3 is monotone on ]1− ac, 1] and since d3(1− ac) =
2c− d1(ac) = 2c and d3(1) = 2c− d1(0) = c, the function d3 is strictly positive on this interval.
This proves the desired inequality in this last case.

Let us define Hc : R+ × [0, 1]× {−1, 1} × N −→ R+ by

(t, x, a, n) 7→ Hc(t, x, a, n) := t+ cn+ V̄c(x, a). (3.43)

For A ∈ A, we consider the process Hc,A
t = Hc(t,XA

t , At, Nt(A)), where Nt(A) is given by (1.2),
and we write ∆Hc,A

s = Hc,A
s −Hc,A

s− . Observe that Hc,A
0− = V̄c(x, a), Px,a-almost surely.
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Corollary 11. Let 0 < c 6 c∗(µ), let Ac denote the control satisfying (2.14) and let A ∈ A be
any admissible control. Then, for all x ∈ [0, 1] and a ∈ {−1, 1}, Px,a-a.s., for all s ∈ R+: (1)
∆Hc,Ac

s = 0; (2) ∆Hc, A
s > 0; and (3) ∆Hc, A

s > 0 if and only if XA
s ∈ CAs− and As 6= As−.

Proof. Let A ∈ A and let s ∈ R+. If s is a time of continuity of the strategy A, then clearly
∆Hc, A

s = 0. Assume s is such that As− 6= As. Then ∆Ns(A) = 1 and

∆Hc, A
s = c+ V̄c(XA

s ,−As−)− V̄c(XA
s , As−).

If XA
s ∈ DAs− , then ∆Hc, A

s = 0 by construction of V̄c (see (2.4b)). If XA
s ∈ CAs− , then

∆Hc, A
s > 0 by Lemma 10. For the control Ac satisfying (2.14), Acs− 6= Acs if and only if

XAc
s ∈ DAcs−

, and this completes the proof.

We can now prove the following proposition.

Proposition 12. Let Ac denote the candidate strategy satisfying (2.14), let Hc be defined
by (3.43) and let c∗(µ) be given by (2.2). If 0 < c 6 c∗(µ), then for all x ∈ [0, 1] and a ∈ {−1, 1}:

1. the process (Hc,Ac

t∧τAc )t>0 is a martingale under Px,a;

2. for any A ∈ A, the process (Hc,A
t∧τA)t>0 is a submartingale under Px,a.

In order to prove this, we first define an extension of V̄c. Since this function is defined from
[0, 1]× {−1, 1} into R, we let

V̄c(x, y) =
V̄c(x, 1)− V̄c(x,−1)

2
y +

V̄c(x, 1) + V̄c(x,−1)
2

, y ∈ [−1, 1], (3.44)

denote its linear interpolation on [0, 1]× [−1, 1], so that V̄c(x, y) becomes a C∞-function in the
variable y ∈ [−1, 1]. Furthermore, we let D = {ac, bc, 1− ac, 1− bc} be the set of discontinuities
of ∂2V̄c

∂x2 (x, y) in the variable x when 0 < c < c∗.

Proof of Proposition 12. Using the extension of V̄c, we see that Hc(t, x, y, n) is C∞ in the vari-
ables t, y and n, in the variable x, it is C1 on [0, 1] and C∞ on [0, 1] \D. Applying Itô’s Formula
for processes with jumps (see e.g. [15, p.81]) and a local time-space formula for the variable x
(see [11, Theorem 3.2]), we get for all t > 0,

Hc,A
t∧τA =Hc,A

0 +
∫ t∧τA

0
1 · ds+

∫ t∧τA

0

∂V̄c
∂x

(XA
s , As) dX

A
s +

∫ t∧τA

0

∂V̄c
∂y

(XA
s , As−) dAs

+
∫ t∧τA

0
c dNs(A) +

1
2

∫ t∧τA

0

∂2V̄c
∂x2

(XA
s , As)1{XA

s /∈D}(s) ds

+
1
2

∫ t∧τA

0

(
∂V̄c
∂x

(XA
s +, As−)− ∂V̄c

∂x
(XA

s −, As−)
)

1{XA
s ∈D}(s) d`

D
s (XA)

+
∑

0<s6t∧τA

(
∆Hc, A

s − c∆Ns(A)− ∂V̄c
∂y

(XA
s , As−)∆As

)
, (3.45)

where `Ds (XA) is the local time in D of the process XA. By the smooth fit conditions, we have
∂V̄c
∂x (x+, a) − ∂V̄c

∂x (x−, a) = 0 for all x ∈ [0, 1] and for all a ∈ {−1, 1}. Thus, the integral with
respect to the local time vanishes. If λ stands for the Lebesgue measure, then with probability
1,

1{XA
s /∈D} = 1, for λ− almost all s ∈ R+,

because XA is a diffusion and D is a finite set. Moreover, the semimartingales (Nt(A)) and (At)
are piecewise constant, so (3.45) reduces to

Hc,A
t∧τA = Hc,A

0 +
∫ t∧τA

0
(1 + LAs V̄c(XA

s , As)) ds+
∫ t∧τA

0

∂V̄c
∂x

(XA
s , As) dBs +

∑
0<s6t∧τA

∆Hc, A
s
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where La is the operator defined in (3.35) (if we need a value for ∂2V̄c
∂x2 (x, a) for x ∈ D, we

arbitrarily take the second right derivative).
On one hand, if A = Ac, then by Corollary 11, ∆Hc, Ac

s = 0 for all s > 0. Moreover,
{XAc

s ∈ C1, A
c
s = 1} = {Acs = 1} and {XAc

s ∈ C−1, A
c
s = −1} = {Acs = −1}. Therefore,

Hc,Ac

t∧τAc =Hc,Ac

0 +
∫ t∧τAc

0
(1 + L1V̄c(XAc

s , 1))1{XAc
s ∈C1,Acs=1} ds

+
∫ t∧τAc

0
(1 + L−1V̄c(XAc

s ,−1))1{XAc
s ∈C−1,Acs=−1} ds+

∫ t∧τAc

0

∂V̄c
∂x

(XAc

s , Acs) dBs

=Hc,Ac

0 +
∫ t∧τAc

0

∂V̄c
∂x

(XAc

s , Acs) dBs,

by Lemma 9. Finally, x 7→ ∂V̄c
∂x (x,±1) is bounded on [0, 1], so the stochastic integral above is a

martingale, which establishes the first statement.
On the other hand, for an arbitrary control A ∈ A, we have by the above that for all u < t,

Hc,A
t∧τA −H

c,A
u∧τA =

∫ t∧τA

u∧τA

(
1 + LAs V̄c(XA

s , As)
)
1{XA

s ∈CAs}∪{XA
s ∈DAs} ds (3.46)

+
∫ t∧τA

u∧τA

∂V̄c
∂x

(XA
s , As) dBs +

∑
u∧τA<s6t∧τA

∆Hc, A
s

>
∫ t∧τA

u∧τA

∂V̄c
∂x

(XA
s , As) dBs +

∑
u∧τA<s6t∧τA

∆Hc, A
s (3.47)

>
∫ t∧τA

u∧τA

∂V̄c
∂x

(XA
s , As) dBs,

where we used Lemma 9 and Corollary 11. This shows that Hc,A is a submartingale.

We are now ready to prove the optimality of our candidate strategy.

Proof of Theorem 3. Let 0 < c 6 c∗(µ). On one hand, by Corollary 11 and by the first statement
of Proposition 12, we have that under Px,a,

V̄c(x, a) = Hc,Ac

0− = Hc,Ac

0 = Ex,a
(
Hc,Ac

t∧τAc
)

= Ex,a
(
t ∧ τAc + cNt∧τAc (A

c) + V̄c
(
XAc

t∧τAc , A
c
t∧τAc

))
,

for all t > 0. Since V̄c is a continuous and bounded function, since N(Ac) is an increasing process
and since by Proposition 2, Ex,a

(
τA

c)
< +∞ and Ex,a (NτAc (A

c)) < +∞, we get by dominated
and monotone convergence that

V̄c(x, a) = lim
t→∞

Ex,a
(
t ∧ τAc + cNt∧τAc (A

c) + V̄c
(
XAc

t∧τAc , A
c
t∧τAc

))
= Ex,a

(
τA

c
+ cNτAc (A

c)
)
, (3.48)

as XAc

τAc
∈ {0, 1} and V̄c(0,±1) = V̄c(1,±1) = 0. On the other hand, let A ∈ A be such that

Jc(x, a,A) < +∞. Then, by Corollary 11 and by the second statement of Proposition 12,

V̄c(x, a) = Hc,A
0− 6 Hc,A

0 6 Ex,a
(
Hc,A
t∧τA

)
,

for all t > 0. As just above, we get by dominated and monotone convergence that

V̄c(x, a) 6 lim
t→∞

Ex,a
(
Hc,A
t∧τA

)
= Ex,a

(
τA + cNτA(A)

)
. (3.49)
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If Jc(x, a,A) = +∞, it is then clear that V̄c(x, a) < Jc(x, a,A). Combining (3.48) and (3.49),
we obtain

V̄c(x, a) = inf
A∈A

Ex,a(τA + cNτA(A)) = Vc(x, a),

where the infimum is attained by the control Ac. This proves the optimality of the strategy Ac

in the case where 0 < c 6 c∗(µ).
Let c∗(µ) 6 c. Then

Vc∗(x, a) = inf
A∈A

Ex,a
(
τA + c∗NτA(A)

)
6 inf

A∈A
Ex,a

(
τA + cNτA(A)

)
= Vc(x, a),

by definition of the value function. Moreover, if Ã denotes the constant strategy, then

Jc∗(x, a, Ã) = Jc(x, a, Ã) = Ex,a(τ Ã),

and, again by definition of the value function, Vc(x, a) 6 Jc(x, a, Ã). Finally, by (2.6) and by
the first part of the proof, we know that Vc∗(x, a) = V̄c∗(x, a) = Jc∗(x, a, Ã). Hence, Vc∗(x, a) =
Vc(x, a) and the strategy Ã is optimal for all c > c∗(µ).

Suppose now that c > c∗(µ) and that there exists another optimal strategy Ā ∈ A such that
there exists (x, a) ∈ [0, 1]× {−1, 1} with Px,a(Nτ Ā(Ā) > 0) > 0. Then

Ex,a
(
τ Ā + cNτ Ā(Ā)

)
> Ex,a

(
τ Ā + c∗Nτ Ā(Ā)

)
> Vc∗(x, a) = Vc(x, a),

which contradicts the optimality hypothesis. This shows that if c > c∗(µ), then Ã is the unique
optimal strategy.

3.3 Free boundary problem for the maximization problem

The resolution of the free boundary problem (2.15), as well as the proof of the optimality of the
candidate control, are similar to what we have already done in the minimization problem; we
will however highlight the places where the computations differ.

Proof of Proposition 5. Let 0 < c < c∗(µ). The general the solution to (2.15a) is the same as
for (2.4a), and since (2.15a) is satisfied in the two intervals [0, amax

c [ and ]bmax
c , 1], there are

four constants to determine, which are reduced to two by the boundary conditions (2.15c).
Then, (2.15b) and (2.15h) give the form of V̄ max

c (x, 1) given in (2.17). The four unknowns
δc, γc, a

max
c and bmax

c have to be determined using (2.15d)–(2.15g). Using (2.17), these equations
give us, after some simplifications, in the same the order:

1−2amax
c
µ + γc

(
e−2µamax

c − 1
)

= γc

(
e−2µ(1−amax

c ) − 1
)
− c, (3.50)

γc

(
e−2µ(1−bmax

c ) − 1
)
− c = 2−2bmax

c
µ + δc

(
e2µ(1−bmax

c ) − 1
)
, (3.51)

2µγc
(
e−2µ(1−amax

c ) + e−2µamax
c

)
+ 2

µ = 0, (3.52)

2µγce−2µ(1−bmax
c ) + 2µδce2µ(1−bmax

c ) + 2
µ = 0. (3.53)

Observe that setting γce
−2µ = αc and 1 − amax

c = bc, the equations (3.50) and (3.52) become
identical to (3.3) and (3.5), respectively. In the proof of Proposition 1, we have already estab-
lished that (3.3) and (3.5) have a unique solution αc and 0 < bc <

1
2 . Thus, it remains only to

prove the existence of δc and bmax
c solution of (3.51) and (3.53) such that δc satisfies (2.19) and

1− ac < bmax
c < 1.

Equation (2.19) follows directly from (3.53). Substituting (2.19) into (3.51), multiplying by
µ2 and rearranging terms, we get (2.18). Now set

h̃max
c (s) = γcµ

2e−2s + e−s
(
1− 2γcµ2

)
+ s− 1 + γcµ

2 + cµ2, (3.54)

17



so that (2.18) is equivalent to h̃max
c (2µ(1 − bmax

c )) = 0. Observe that h̃max
c (0) = cµ2 and,

by (2.10), that

h̃max
c (2µbc) = − eµ

2 cosh(2µbc − µ)
e−4µbc + e−2µbc

(
1 +

eµ

cosh(2µbc − µ)

)
+ 2µbc − 1

− eµ

2 cosh(2µbc − µ)
+ cµ2

= − sinh(2µbc − µ)
cosh(2µbc − µ)

− sinh(µ)
cosh(2µbc − µ)

+ 2µbc + cµ2

=µ− sinh(µ)
cosh(2µbc − µ)

,

where we used (3.26) with tc = 2µbc − µ to get the last equality. Looking back to (3.29) and
(3.30), we see that

h̃max
c (2µbc) = µ− sinh(µ)

cosh(2µbc − µ)
= −h̃c(2µbc) < 0.

Furthermore, from (3.54), we see that the derivative of h̃max
c vanishes twice: at 0 and at

log(−2γcµ2) (compare also with (3.18)). By (2.10), we have that

log
(
−2γcµ2

)
= log

(
−2αce2µµ2

)
= log

(
eµ

cosh(2µbc − µ)

)
= µ− log(cosh(2µbc − µ)).

Since 2µbc − µ < 0 because bc ∈ [0, 1
2 [ by Proposition 1, we have that − log(cosh(2µbc − µ)) >

2µbc − µ which is equivalent by the preceding to 2µbc < log(−2γcµ2). Therefore, the function
h̃max
c is monotone decreasing on ]0, 2µbc[ and vanishes only once on this interval, at a value which

we denote 2µ(1 − bmax
c ). We have thus established the existence of a number bmax

c ∈ ]1 − bc, 1[
which is the unique solution of (2.18).

Finally, we check that bmax
c > 1−ac. This is clearly equivalent to showing that 2µ(1−bmax

c ) <
2µac, where 2µac = sc is the unique solution of h̃c(s) = 0 on ]0, tc + µ[ (see (3.15)). We
have just shown that h̃max

c is strictly decreasing on [0, tc + µ]. The function h̃c is strictly
increasing on [0, tc +µ] (see the end of the proof of Proposition 1). Thus, in order to prove that
2µ(1− bmax

c ) < sc, it suffices to show that h̃c(s) < −h̃max
c (s) for all s ∈ ]0, tc + µ[ . We have

h̃c(s) + h̃max
c (s) = µ2αc

(
e2s − 2es + 1 + e2µ + e2µe−2s − 2e2µe−s

)
+ es + e−s − 2

= µ2αc(es + e−s − 2)(es + e−s+2µ) + es + e−s − 2

= µ2αc
(
4 sinh2

(
s
2

))
(2eµ cosh(s− µ)) + 4 sinh2

(
s
2

)
,

which is strictly negative on ]0, tc + µ[ since by (2.10) and the fact that −µ < tc < 0,

2µ2αce
µ cosh(s− µ) + 1 = 1− cosh(s− µ)

cosh(tc)
< 0, for all s ∈ ]0, tc + µ[ .

The proof of part 2 of Proposition 5 is complete. We note for future reference that

2µ(1− bmax
c ) < tc + µ. (3.55)

Let us now consider the case c = c∗(µ). By the preceding, we have immediately that
amax
c∗ = 1− bc∗ and that γc∗ = αc∗e

2µ. It remains to see that bmax
c∗ = amax

c∗ or, equivalently, that
2µ(1−amax

c∗ ) is a solution of h̃max
c∗ (s) = 0. Using the formula for c∗ in (2.2) and for h̃max

c∗ in (3.54),
the expression of αc∗ in (3.21) and the formula for amax

c∗ = 1 − bc∗ in (3.24) via either (3.19)
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or (3.20), we find that

h̃max
c∗ (2µ(1− amax

c∗ )) = h̃max
c∗ (tc∗ + µ)

= γc∗µ
2e−2(tc∗+µ) + e−(tc∗+µ)

(
1− 2γc∗µ2

)
+ tc∗ + µ− 1 + γc∗µ

2 + c∗µ2

= γc∗µ
2
(
e−(tc∗+µ) − 1

)2
+ e−(tc∗+µ) + tc∗ + µ− 1 + c∗µ2

= − µeµ

2 sinh(µ)

e−µ µ
sinh(µ)

1

1−

√
1− µ2

sinh2(µ)

− 1


2

+ e−µ µ
sinh(µ)

1

1−

√
1− µ2

sinh2(µ)

−
√

1− µ2

sinh2(µ)
+ µ− 1

= − µe−µ

2 sinh(µ)
µ2

sinh2(µ)

1+2

√
1− µ2

sinh2(µ)
+1− µ2

sinh2(µ)(
µ2

sinh2(µ)

)2 + µ2

sinh2(µ)

1+

√
1− µ2

sinh2(µ)

µ2

sinh2(µ)

− µeµ

2 sinh(µ) + µe−µ

sinh(µ)

1+

√
1− µ2

sinh2(µ)

µ2

sinh2(µ)

−
√

1− µ2

sinh2(µ)
+ µ− 1

= − µeµ

2 sinh(µ) + µe−µ

2 sinh(µ) + µ

= 0.

Therefore, amax
c∗ = bmax

c∗ and by (2.19), the last parameter δc∗ is given by

δc∗ = − 1
µ2 e

−2µ(1−bmax
c∗ ) − γce−4µ(1−bmax

c∗ ) = − 1
µ2 e

−(tc∗+µ) − γc∗e−2(tc∗+µ) = − e−µ

2µ sinh(µ) = αc∗

(for the third equality, use (3.20)). Replacing the value of γc∗ and αc∗ in the general expression
for V̄ max

c∗ given in (2.17), we finally obtain as in (3.25) that, for all x ∈ [0, 1],

V̄ max
c∗ (x, 1) =

−x
µ

+
1− e−2µx

µ(1− e−2µ)
= V̄c∗(x, 1) (3.56)

and V̄ max
c∗ (x,−1) = V̄ max

c∗ (1− x, 1) from (2.15h). This completes the proof.

3.4 Proof of optimality for the maximization problem

Now that we have the solution of the free boundary problem (2.15), we shall prove that V̄ max
c

is equal to the value function V max
c and that Gc is an optimal control. This will be similar to

the proof of optimality in the minimization problem.

Proof of Proposition 6. The proof is the same as for Proposition 2.

Lemma 13. Let La denote the operator defined in (3.35). Then, for all 0 < c < c∗(µ),

1 + LaV̄ max
c (x, a) = 0, for all x ∈ Cmax

a ,

1 + LaV̄ max
c (x, a) < 0, for all x ∈ Dmax

a \ ∂Dmax
a .

Moreover, if c = c∗(µ), then

1 + LaV̄ max
c∗ (x, a) = 0, for all x ∈ [0, 1].
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Proof. The proof follows the same steps as for Lemma 9. In particular, for x ∈ ]amax
c , bmax

c [ , as
in (3.39), 1 + L1V̄

max
c (x, 1) = 2µ ∂V̄ max

c
∂x (x,−1) and 1−x ∈ ]1− bmax

c , 1− amax
c [⊂ [0, amax

c ], and so

V̄ max
c (x,−1) = V̄ max

c (1− x, 1) = −1−x
µ + γc

(
e−2µ(1−x) − 1

)
.

Therefore,

µ
∂V̄ max

c

∂x
(x,−1) = 1 + 2µ2γce

−2µ(1−x) < 1 + 2µ2αce
2µamax

c = 1− e−µ

cosh(tc)
e−tc+µ = tanh(tc) < 0,

where we have used the equalities γc = αce
2µ < 0, amax

c = 1− bc, (3.27) and 2µbc = tc + µ, and
the fact that tc < 0. This proves Lemma 13.

Lemma 14. For all 0 < c 6 c∗(µ) and any a ∈ {−1, 1}, if x ∈ Cmax
a , then

V̄ max
c (x, a) > V̄ max

c (x,−a)− c.

Proof. We compare the left- and right-hand sides of this inequality on a case by case basis as in
the proof of Lemma 10. In the case where c = c∗(µ), the result follows immediately from (2.16)
together with (2.7). Assume 0 < c < c∗(µ) and, without loss of generality, that a = 1.

Case 1. If x ∈ [0, 1− bmax
c [, then 1− x ∈ ]bmax

c , 1] and according to (2.15h) and (2.17),

V̄ max
c (x,−1)− V̄ max

c (x, 1)− c = e1(x),

where
e1(x) := 2x

µ + δc
(
e2µx − 1

)
− γc

(
e−2µx − 1

)
− c. (3.57)

The sign of the derivative e′1(x) = 2µe−2µx(δce4µx + µ−2e2µx + γc) is determined by a quadratic
function of e2µx, which vanishes at most twice on R, at y±1 , which are given by the formula (3.40)
for x±1 , but with αc replaced by δc and βc replaced by γc. When δc 6= 0, the discriminant
∆1 = 1

4µ4δ2
c
− γc

δc
is positive since

∆1 > 0 ⇔ 1− 4µ4δcγc > 0 ⇔
(

1 + 2µ2γce
−2µ(1−bmax

c )
)2

> 0,

by (2.19). Using again (2.19), we see that e′1(1 − bmax
c ) = 0 and so 1 − bmax

c ∈ {y±1 }. If δc > 0,
then

√
∆1 >

1
2µ2δc

(recall that γc < 0) and y+
1 is the only root of e′1. The point 1 − bmax

c = y+
1

is thus the global minimum of the function e1 and since e1(0) = −c < 0, we have e1(x) < 0
for all x ∈ [0, 1 − bmax

c [ . If δc < 0, then e′1 has two distinct real roots y−1 < y+
1 such that

2µy−1 < log
(
− 1

2µ2δc

)
< 2µy+

1 . Using (2.19) and (3.27), we see that

1− bmax
c = y−1 ⇔ e−2µ(1−bmax

c ) > −2µ2δc ⇔ cosh(tc) < eµ−2µ(1−bmax
c ).

The last inequality is satisfied since cosh(tc) < e−tc because tc < 0, and 2µ(1− bmax
c ) ∈ ]0, µ+ tc[

by (3.55). Thus, e1 is strictly decreasing on [0, 1− bmax
c [ with e1(0) = −c < 0 and so e1(x) < 0

for all x ∈ [0, 1− bmax
c [ . Finally, if δc = 0, then y+

1 = y−1 = 1− bmax
c and e′1(x) < 0 if and only if

x ∈ ]0, 1 − bmax
c [, and so e1(x) < 0 for all x ∈ [0, 1 − bmax

c [ . Therefore, for all possible values of
δc, we have shown that e1(x) < 0 for all x ∈ [0, bmax

c [.

Case 2. If x ∈ [1 − bmax
c , 1 − amax

c ], then 1 − x ∈ [amax
c , bmax

c ] = Dmax
1 and by (2.15h)

and (2.15b),

V̄ max
c (x,−1)− V̄ max

c (x, 1)− c = V̄ max
c (1− x, 1)− V̄ max

c (x, 1)− c = −2c < 0.
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Case 3. If x ∈ ]1− amax
c , amax

c [, then 1− x ∈ ]1− amax
c , amax

c [ and by (2.17),

V̄ max
c (x,−1)− V̄ max

c (x, 1)− c = −c+ 2x−1
µ + γc

(
e2µ(x−1) − e−2µx

)
= −2c+ d2(x),

where d2(x) is given by (3.41). Since amax
c = 1 − bc and since we have seen that d2(·) is

strictly increasing on ]bc, 1 − bc[ with d2(bc) = 0, and d2(1 − bc) = 2c by (3.42), we have that
−2c+ d2(x) < 0 for all x ∈ ]1− amax

c , amax
c [ .

Case 4. If x ∈ ]bmax
c , 1], then 1− x ∈ [0, 1− bmax

c [ and by (2.17),

V̄ max
c (x,−1)− V̄ max

c (x, 1)− c = −e1(1− x)− 2c,

where e1 is defined in (3.57). Notice that

−e1(1− bmax
c )− 2c = −

(
V̄ max
c (bmax

c , 1)− V̄ max
c (1− bmax

c , 1)− c
)
− 2c = 0,

by (2.15b). It follows from the properties of e1 that we already discussed in part 1 that −e1(1−
x)−2c < 0 for all x ∈ ]bmax

c , 1]. This proves the desired inequality in this last case and completes
the proof.

Let us define Kc : R+ × [0, 1]× {−1, 1} × N −→ R+ by

(t, x, a, n) 7→ Kc(t, x, a, n) := t− cn+ V̄ max
c (x, a). (3.58)

For A ∈ A, we consider the process Kc,A
t = Kc(t,XA

t , At, Nt(A)). The next corollary follows
immediately from Lemma 14.

Corollary 15. Let 0 < c 6 c∗(µ), let Gc denote the control satisfying (2.20) and let A ∈ A be
any admissible control. Then, for all x ∈ [0, 1] and a ∈ {−1, 1}, Px,a-a.s., for all s ∈ R+: (1)
∆Kc,Gc

s = 0; (2) ∆Kc, A
s 6 0; (3) ∆Kc, A

s < 0 if and only if XA
s ∈ Cmax

As−
and As 6= As−.

This leads to the following property of the process Kc, A.

Proposition 16. Let Gc denote the candidate strategy satisfying (2.20), let Kc be defined
by (3.58) and let c∗(µ) be given by (2.2). If 0 < c 6 c∗(µ), then:

1. the process (Kc,Gc

t∧τGc )t>0 is a martingale under Px,a;

2. for any A ∈ A, the process (Kc,A
t∧τA)t>0 is a supermartingale under Px,a.

Proof. This is established by using Itô’s formula together with a local time-space formula, as
well as Lemma 13 and Corollary 15, in the same way as in the proof of Proposition 12.

Proof of Theorem 7. The proof is exactly the same as the one of Theorem 3, using in this case
the supermartingale property given in Proposition 16.

4 Further results

In this last section, we present a result on generic uniqueness of the optimal strategy, as well as
a scaling property. We also consider the limiting case where c ↓ 0 and verify that it is consistent
with the classical result of [5]. These statements are given only for the minimization problem
but it is not difficult to see that they are also valid for the maximization problem. At the end
of this section, we provide illustrations of the value functions of both problems.

In the minimization problem, strictly speaking, we do not have uniqueness of the optimal
control in general, since for c = c∗(µ), the strategy Ac

∗
is equivalent to the constant strategy

Ã and both are optimal. It turns out, however, that this is the only case where there are two
distinct optimal strategies. The case where c > c∗(µ) has already been discussed in Theorem 3,
so we now consider the case c 6 c∗(µ).
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Proposition 17 (Generic uniqueness). Let 0 < c 6 c∗(µ) and let A ∈ A be a strategy such that
for some (x, a) ∈ [0, 1]× {−1, 1}, either p1 > 0 or 0 < c < c∗(µ) and p2 > 0, where

p1 := Px,a
(
∃ t ∈

[
0, τA

]
: XA

t ∈ CAt− and At 6= At−
)
,

p2 := Px,a
(
∃ t ∈ [0, τA[: XA

t ∈ DAt

)
.

Then A is Px,a-sub-optimal, in the sense that Vc(x, a) < Ex,a
(
τA + cNτA(A)

)
.

Remark 18. The condition p1 > 0 means that with positive probability, the strategy A pre-
scribes at least once to switch drifts in the continuation area of the control Ac. The condition
p2 > 0 means that with positive probability, the strategy A prescribes at least once to continue
without switching in a switching region of Ac.

Proof. If Ex,a
(
τA
)

= +∞, then it is clear that Ex,a
(
τA + cNτA(A)

)
> Vc∗(x, a). Thus, we can

assume that Ex,a(τA) < +∞. Suppose first that p1 > 0. Then by Corollary 11,

Ex,a

 ∑
0<s6τA

∆Hc, A
s

 > 0.

Setting u = 0 in (3.47), we find that

Hc,A
t∧τA > Hc,A

0 +
∫ t∧τA

0

∂Vc
∂x

(XA
s , As) dBs +

∑
0<s6t∧τA

∆Hc, A
s ,

and taking the expectations, applying the monotone convergence and the dominated convergence
theorems (recall that V is bounded), we get

Ex,a
(
Hc,A
τA

)
> Hc,A

0 + Ex,a

 ∑
0<s6τA

∆Hc, A
s

 > Hc,A
0 = Vc(x, a).

Since the left-hand side is equal to Ex,a
(
τA + cNτA(A)

)
, this proves the statement when p1 > 0.

Suppose now that p2 > 0. Let λ denote Lebesgue measure. Notice that the interior int(DAt)
of DAt is not empty for 0 < c < c∗(µ). By right-continuity of s 7→ As and because of the irregular
behavior of sample paths of diffusion processes, on the event {∃ t ∈ [0, τA[: XA

t ∈ DAt},

λ{s ∈ [0, τA[: XA
s ∈ int(DAs)} > 0. (4.1)

Setting u = 0 in (3.46) and then applying successively Lemma 9 and Corollary 11, we get

Hc,A
t∧τA > Hc,A

0 +
∫ t∧τA

0

∂Vc
∂x

(XA
s , As) dBs +

∫ t∧τA

0

(
1 + LAsVc(XA

s , As)
)
1{XA

s ∈DAs} ds.

Again by Lemma 9, the integrand of the last integral is strictly positive if XA
s belongs to the

interior of DAs . Taking expectations in the previous inequality and applying successively the
dominated and monotone convergence theorems and the hypothesis p2 > 0 with(4.1), we find
that

Ex,a
(
τA + cNτA(A)

)
= Ex,a

(
Hc,A
τA

)
> Hc,A

0 = Vc(x, a),

which concludes the proof.

If we consider a diffusion coefficient σ 6= 1 for the particle, we can deduce from Theorem 3
the corresponding value function and optimal control. Let σ > 0 and let (B̂t) be a standard
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Brownian motion, (F̂t) be its natural filtration and Â be the associated set of strategies. For
Â ∈ Â, consider the s.d.e.

dX̂Â
t = Âtµdt+ σdB̂t, X̂Â

0 = x, (4.2)

and the corresponding stochastic control problem whose value function is given by

V̂ (x, a, c, µ, σ) = inf
Â∈Â

Ex,a(τ̂ Â + cN̂
τ Â

(Â)), (4.3)

where τ̂ Â is the exit time of X̂Â from [0, 1] and N̂(Â) is the process that counts the discontinuities
of Â.

Proposition 19 (Scaling property). The optimal control of problem (4.3) is obtained by the
construction that leads to (2.14), but replacing c by σ2c and µ by µ/σ2. The value function
satisfies

V̂ (x, a, c, µ, σ) =
1
σ2
V̂
(
x, a, cσ2,

µ

σ2
, 1
)
,

where V̂
(
x, a, cσ2, µ/σ2, 1

)
coincides with the value function of problem (1.4) with c replaced by

cσ2 and µ replaced by µ/σ2.

Proof. Define Bt = σB̂t/σ2 , so that (Bt) is a standard Brownian motion. Setting

dẐt = ±µdt+ σdB̂t, dZt = ± µ

σ2
dt+ dBt,

and Ẑ0 = Z0, we see that Ẑt = Zσ2t.
Let (Ft) be the natural filtration of (Bt), that is, Ft = F̂t/σ2 , and let A be the set of strategies

associated with (Ft). Given Â ∈ Â, define A = (At) by At = Ât/σ2 . This defines a one-to-one
correspondence between Â and A.

Let dXA
t = Atµσ

−2 dt + dBt, with XA
0 = x. Then, XA

σ2t = X̂Â
t and we see that τA = σ2τ̂ Â

and Nσ2t(A) = N̂t(Â). Therefore,

σ2
(
τ̂ Â + cN̂

τ̂ Â
(Â)
)

= τA + cσ2NτA(A).

Minimizing the right-hand side is precisely the problem (1.4), with c replaced by cσ2 and µ
replaced by µ/σ2. This proves the proposition.

As mentioned in the introduction, in the case where there is no switching cost (c = 0), the
solution of the control problem corresponding to (1.4) is now classical (see [5, IV.5]). The value
function does not depend on the initial drift and is given by

V (x) =
1
2 −

∣∣1
2 − x

∣∣
µ

− 1
2µ2

e−µ
(
e2µ( 1

2
−| 12−x|) − 1

)
, x ∈ [0, 1]. (4.4)

The optimal control, which would not be admissible in our setting, is given by

At = sgn
(

1
2 −X

A
t

)
, with dXA

t = Atµdt+ dBt on {t 6 τA}, (4.5)

where sgnx = 1 if x > 0 and sgnx = −1 if x < 0. We observe that this control A is not piecewise
constant, since it corresponds to switching regions given by D1 = [0, 1

2 ] and D−1 = [1
2 , 0]. Thus,

there exists only a weak solution of (4.5) which is given by Tanaka’s formula (see e.g. [3, Sections
7.3 and 10.4]). In the next proposition, we show that (4.4) can be obtained as a limit of Vc(x, a)
as c ↓ 0.

Proposition 20. Let V (x) denote the function defined in (4.4). The solution {V̄c, ac, bc} of (2.4)
satisfies lim

c↓0
ac = 0, lim

c↓0
bc = 1

2 and lim
c↓0

V̄c(x, a) = V (x), for all x ∈ [0, 1] and a ∈ {±1}.
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Proof. Observe first that when c ↓ 0, equations (2.9) and (2.11) become respectively

e4µx−2µ(2µx− µ− 1) + 2µx− µ+ 1 = 0,

µ2α0e
4µy + (1− 2µ2α0)e2µy + µ2α0 − 2µy − 1 = 0,

where α0 = − 1
2µ2 e

−µ. The unique solution of the first equation is b0 = 1
2 , so limc↓0 bc = 1

2 .
The second equation has exactly two solutions, one of which is > 1

2 and the other is a0 = 0.
Since 0 < ac <

1
2 , we deduce that limc↓0 ac = 0. Putting these values into (2.10) and (2.12),

respectively, we find that when c ↓ 0, αc → − 1
2µ2 e

−µ and βc → e−µ

2µ2 − 1
µ2 . Therefore, according

to (2.8), we find that

lim
c↓0

Vc(x, a) =

{ x
µ −

1
2µ2 e

−µ (e2µx − 1
)
, x ∈

[
0, 1

2

]
,

1−x
µ −

1
2µ2 e

−µ (e2µ(1−x) − 1
)
, x ∈

]
1
2 , 1
]
.

These formulas coincide with (4.4) and the proof is complete.

In Figure 2, we give the graph of the value function of both problems (1.4) and (1.5) for two
possible values of the switching cost (c = 0.01 and c = 0.04) when the intensity of the drift is
µ = 1. In this case, the critical value of the cost is c∗(1) ≈ 0.058. The numerical value of the
switching boundaries in the case where c = 0.01 are given by:

ac ≈ 0.0882, bc ≈ 0.3426, amax
c = 1− bc, bmax

c ≈ 0.9387,

and in the case where c = 0.04, they are given by:

ac ≈ 0.1737, bc ≈ 0.2451, amax
c = 1− bc, bmax

c ≈ 0.8494.

Because of the symmetry, Figure 2 shows only the value function corresponding to a positive
initial drift.

Figure 2: Graphs of V max
c (x, 1) and Vc(x, 1) for two different values of the cost. The dotted

line is the graph of the function fµ(x) defined in (2.1), which coincides with the payoff of the
constant strategy.
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