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#### Abstract

This book aims to provide a self-contained introduction to the regularity theory for integro-differential elliptic equations, mostly developed in the 21st century. Such a class of equations often arises in analysis, probability theory, mathematical physics, and in several contexts in applied sciences. The authors give a detailed presentation of all the necessary techniques, primarily focusing on the main ideas rather than proving all results in their greatest generality.

The book starts from the very basics, studying the square root of the Laplacian and weak solutions to linear equations. Then, the authors develop the theory of viscosity solutions to nonlinear equations and prove the main known results in this context. Finally, they study obstacle problems for integro-differential operators and establish the regularity of solutions and free boundaries.

Almost all the covered material appears in book form for the first time, and several proofs are different (and shorter) than those in the original papers. Moreover, several open problems are listed throughout the book.
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## Preface

The aim of this book is to study nonlocal equations of the form

$$
\begin{equation*}
\int_{\mathbb{R}^{n}}(u(x)-u(x+y)) K(y) d y=0 \quad \text { for } \quad x \in \Omega \subset \mathbb{R}^{n}, \tag{*}
\end{equation*}
$$

with kernels $K \geq 0$. These equations are elliptic, and they share many properties with elliptic PDE: maximum principle, existence and uniqueness of solutions, regularity results, etc.

The equations we will study are of type (*), with a kernel $K(y)$ that is not integrable at the origin, while nice and integrable at infinity. The first and simplest example is

$$
K(y)=\frac{1}{|y|^{n+1}} .
$$

In this particular case, the operator in (*) is (a multiple of) the square root of the Laplacian $\sqrt{-\Delta}$.

Since the kernel $K$ is not integrable at the origin, the operator in (*) is in some sense differentiating the function $u$, and this is why it is called an integro-differential equation. Such a type of equations appears in several contexts, and has been studied for many years in:

- Probability theory (stochastic processes with jumps).
- Fluid mechanics (for example, in the SQG equation, or even the Boltzmann equation).
- Mathematical physics (relativistic Schrödinger operators).
- Applied sciences (anomalous diffusions).

From an analytical point of view, the general theory for such equations has been mostly developed in the 21st century, including both linear and nonlinear equations.

This area of research has attracted great interest in the PDE community in the last 15 years, especially since the first works of Caffarelli and Silvestre on the topic. However, there is no book yet providing a systematic study of the (existence and) regularity properties of solutions to general integrodifferential elliptic equations.

The goal of this book is to fill this void by developing the regularity theory for (both linear and nonlinear) integro-differential elliptic operators of order $2 s$, with $s \in(0,1)$. As we will see, there is a strong parallelism with the theory of elliptic PDE, which corresponds to the limiting case $s=1$. Still, quite often the proofs of the results for $s \in(0,1)$ are completely independent of the "local case" $s=1$, and new ideas and techniques have been developed in order to treat such nonlocal equations.

Most of the material we present here is accessible in book form for the first time, and we provide several simplified proofs compared to the original papers. Furthermore, we establish some new results as well, which generalize or unify previously known results. For example, the interior regularity theory for linear operators that we develop in Chapter 2 includes for the first time the most general scale-invariant class of operators of order $2 s$, the existence and uniqueness of viscosity solutions in Chapter 3 is established for a very wide class of domains, and the boundary Harnack inequality in Chapter 4 is proved here under a very mild assumption on the domain $\Omega$.

We hope that this book will be useful to some of the many active researchers working in this field, while at the same time being self-contained and accessible to graduate students interested in this topic.

We wish to thank Joaquim Serra and Marvin Weidner for several comments and suggestions on this book.

Finally, we acknowledge the support from the following funding agencies. X.F. was supported by the Swiss National Science Foundation (SNF grants 200021_182565 and PZ00P2_208930), and by the Swiss State Secretariat for Education, Research and lnnovation (SERI) under contract number MB22.00034; X.R. was supported by the European Research Council under the Grant Agreement No. 801867 "Regularity and singularities in elliptic PDE (EllipticPDE)", by AEI project PID2021-125021NA-I00 (Spain), by the grant RED2022-134784-T funded by AEI/10.13039/501100011033, by AGAUR Grant 2021 SGR 00087 (Catalunya), and by the Spanish State Research Agency through the María de Maeztu Program for Centers and Units of Excellence in R\&D (CEX2020-001084-M).

## The square root of the Laplacian

In this chapter we focus our attention on the square root of the Laplacian, denoted $\sqrt{-\Delta}$. This operator, when acting on a smooth function $u \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$, can be defined as follows:

$$
\sqrt{-\Delta} u(x):=c_{n} \text { P.V. } \int_{\mathbb{R}^{n}} \frac{u(x)-u(x+y)}{|y|^{n+1}} d y
$$

for some positive constant $c_{n}$.

### 1.1. Motivation

Diffusive processes form the backbone of the quantitative study of manyparticle systems. The mathematical description of the Brownian motion has a vast range of applications that basically touch any area in which a macroscopic description of microscopic phenomena is needed. In the last decades, however, there has been increasing observational evidence that many systems that were previously thought to behave like ordinary diffusion processes are actually better explained by assuming an anomalous behavior of the forming particles. Namely, the Brownian motion is formulated under the assumption that the movement of such particles is continuous or, alternatively, that in short time intervals it can be described (thanks to the central limit theorem) by means of Gaussian distributions. However, such a description fails to account for the situations in which the underlying random variables have infinite variance. This is precisely the setting where anomalous diffusion appears, the Cauchy process being a first important example. In this setting, particles can jump towards another point and the
increments of the process follow a Cauchy distribution (see Section 2.1 for more details). Macroscopically, the evolution of the density of particles is not only characterized by its local profile, but rather it is influenced by the whole distribution (being further objects less relevant). In terms of the corresponding transition function, the operator governing the evolution of a given density is no longer a local operator (contrary to the Brownian motion, where we find the Laplacian $-\Delta$ ), but instead we find the square root of the Laplacian, denoted by $\sqrt{-\Delta}$, a nonlocal operator. More precisely, the evolution of a density of particles is governed by the fractional heat equation:

$$
\partial_{t} u+\sqrt{-\Delta} u=0 \quad \text { in } \quad \mathbb{R}^{n} .
$$

This type of nonlocal equations have received an increasing amount of attention in the last decades, mainly motivated and driven by numerous applications: starting from the observation of Mandelbrot in the 1960s, on the deviation of stock prices from normality, [171, they also appear in physics, [173, 174, 162, 226], ecology and biology, [185, 136, 151, 220], and finance, [172, 198, 5].

As we will see, the square root of the Laplacian $\sqrt{-\Delta}$ can also be interpreted as the Dirichlet-to-Neumann map for the Laplace equation in the half-space (see Section 1.3). As such, this operator appears in fluid mechanics, for example in the surface quasi-geostrophic equation, which is used to model the temperature on the surface of a fluid in oceanography, [61, 36, 47], or the Benjamin-Ono equation [19, 181,

$$
\sqrt{-\Delta} u=-u+u^{2} \quad \text { in } \quad \mathbb{R}
$$

used to describe one-dimensional internal waves in deep water, [7, 110], and which plays an important role in the understanding of the gravity of water waves' equations in dimensions 2 and 3 [116.

The same operator $\sqrt{-\Delta}$ arises in elasticity, too: the Peierls-Nabarro equation is a model in crystal dislocation to study microscopical deformations of a material, [28, 217, 170, 31, 71]; and the Signorini or thin obstacle problem can be used to model the equilibrium configuration of an elastic body on a frictionless surface [204, 96] (see Section 4.1). More generally, we find nonlocal operators such as $\sqrt{-\Delta}$ when trying to model phenomena that takes into account long-range interactions of a given system: in many materials the stress points depend on the strains of surrounding regions, [156, 85], and nonlocal forces have been observed to propagate along fibers or laminae in composite materials [137, $\mathbf{7 7}, 177$.

On the other hand, in quantum mechanics, nonlocal operators like $\sqrt{-\Delta}$ appear as the relativistic momentum operator. In particular, this operator
arises in dispersive equations describing the dynamics and gravitational collapse of boson stars, [166, 83, or in the study of stability of relativistic matter, 111, 165]; see also [110, 162, 163, 200 .

This kind of operators appears as well in image processing, where nonlocal denoising algorithms are able to detect patterns and contours in a better way than PDE-based models, and can be used for image reconstruction and enhancement [221, 120, 84, 148, 224, 76, 223].

Fractional powers of the Laplacian also appear naturally in conformal geometry, where the fractional Paneitz operators are conformally covariant operators which encode geometric and topological information about the manifold; see [122, 51, 121].

Finally, we refer to $[1,30,38,39,46,66,78, ~ 86, ~ 182, ~ 118, ~ 138, ~$ 139, 140, 180, 209, 210, 219, 225 for other models and motivations to study nonlocal operators like the square root of the Laplacian.

We next start studying the basic properties of $\sqrt{-\Delta}$, which will serve as an introduction to integro-differential operators and their corresponding elliptic equations.

### 1.2. Basic properties

The square root of the Laplacian may be defined as

$$
\begin{align*}
\sqrt{-\Delta} u(x) & :=c_{n} \text { P.V. } \int_{\mathbb{R}^{n}} \frac{u(x)-u(x+y)}{|y|^{n+1}} d y \\
& =c_{n} \text { P.V. } \int_{\mathbb{R}^{n}} \frac{u(x)-u(z)}{|x-z|^{n+1}} d z, \tag{1.2.1}
\end{align*}
$$

where $c_{n}$ is a positive constant, given by 1.3.3) below.
The notation P.V. stands for Principal Value, which is a way (coming from distribution theory) to assign values to an integral of an a priori not absolutely integrable function. Indeed, observe that, when $u$ is smooth, $u(x)-u(x+y)=\nabla u(0) \cdot y+O\left(|y|^{2}\right)$. If $\nabla u$ is nonzero, then $\mid u(x)-u(x+$ $y)\left.|\cdot| y\right|^{-n-1}$ is comparable to $\frac{1}{|y|^{n}}$, which is not integrable at the origin! That is, the function to be integrated ${ }^{1}$ is not $L^{1}$.

The integral is then taken in principal value sense, which takes advantage of cancellations to assign a value to the integral:

$$
\text { P.V. } \int_{\mathbb{R}^{n}} \frac{u(x)-u(x+y)}{|y|^{n+1}} d y:=\lim _{\varepsilon \downarrow 0} \int_{\mathbb{R}^{n} \backslash B_{\varepsilon}} \frac{u(x)-u(x+y)}{|y|^{n+1}} d y .
$$

[^0]Notice that, with this definition, by symmetry we have

$$
\text { P.V. } \int_{B_{1}} \frac{\nabla u \cdot y}{|y|^{n+1}} d y=0,
$$

and hence the integral in (1.2.1) is well defined for any $u \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$.
The square root of the Laplacian $\sqrt{1.2 .1}$ is a nonlocal operator: when acting on $u$ at a point $x \in \mathbb{R}^{n}$, it uses information about $u$ that is far from $x$. Also, we have observed that the kernel $\frac{1}{|y|^{n+1}}$ is singular (not integrable) at the origin, and hence it requires a certain regularity from $u$ near $x \in \mathbb{R}^{n}$ in order to evaluate $\sqrt{-\Delta} u(x)$. The singularity of the kernel makes it such that the operator $\sqrt{-\Delta}$ is "differentiating", in some sense, the function $u$, and this is why it is called an integro-differential operator.

Sometimes, it is convenient to write the following alternative expression for 1.2.1):

$$
\begin{equation*}
\sqrt{-\Delta} u(x)=\frac{c_{n}}{2} \int_{\mathbb{R}^{n}} \frac{2 u(x)-u(x+y)-u(x-y)}{|y|^{n+1}} d y \tag{1.2.2}
\end{equation*}
$$

Now there is no need to write P.V., since the numerator of the integrand is a second order incremental quotient, and thus it has norm comparable to $|y|^{2}$ (and $|y|^{-n+1}$ is integrable in $\mathbb{R}^{n}$ around the origin). In particular, this expression implies that in order to evaluate $\sqrt{-\Delta}$ it is enough to assume $u \in C^{2}\left(\mathbb{R}^{n}\right) \cap L^{\infty}\left(\mathbb{R}^{n}\right):$

$$
\begin{aligned}
|\sqrt{-\Delta} u(x)| & \leq \frac{c_{n}}{2} \int_{B_{1}} \frac{\left\|D^{2} u\right\|_{L^{\infty}\left(\mathbb{R}^{n}\right)}}{|y|^{n-1}} d y+\frac{c_{n}}{2} \int_{\mathbb{R}^{n} \backslash B_{1}} \frac{4\|u\|_{L^{\infty}\left(\mathbb{R}^{n}\right)}}{|y|^{n+1}} d y \\
& \leq C\left(\|u\|_{L^{\infty}\left(\mathbb{R}^{n}\right)}+\left\|D^{2} u\right\|_{L^{\infty}\left(\mathbb{R}^{n}\right)}\right)
\end{aligned}
$$

for some $C$ depending only on $n$. The regularity of $u$ takes care of the integrability of the kernel around the origin.

On the other hand, when evaluating the square root of the Laplacian at a point $x \in \mathbb{R}^{n}$, it is also essential to have a global integrability assumption on $u$ to account for the contributions far from $x$. In the previous inequality, this global integrability assumption is given by the fact that $u \in L^{\infty}\left(\mathbb{R}^{n}\right)$. More generally, though, it is enough to consider the following space:
Definition 1.2.1. We say that $v \in L_{\omega}^{1}\left(\mathbb{R}^{n}\right)$ if

$$
\|v\|_{L_{\omega}^{1}\left(\mathbb{R}^{n}\right)}:=\int_{\mathbb{R}^{n}} \frac{|v(y)|}{1+|y|^{n+1}} d y<+\infty
$$

Remark 1.2.2. The previous definition introduces the minimum global integrability requirement so that $\sqrt{-\Delta} u$ makes sense. Indeed, we can split into two terms,
$\sqrt{-\Delta} u(x)=c_{n}$ P.V. $\int_{B_{1}} \frac{u(x)-u(x+y)}{|y|^{n+1}} d y+c_{n} \int_{\mathbb{R}^{n} \backslash B_{1}} \frac{u(x)-u(x+y)}{|y|^{n+1}} d y$.

Then, in order to evaluate the first term we just need a local regularity assumption on $u$ around $x$, whereas the second term is bounded (in absolute value) by $\|u\|_{L_{\omega}^{1}\left(\mathbb{R}^{n}\right)}$.

On the other hand, if we want to evaluate $\sqrt{-\Delta} u$ pointwise at a point $x$, it is enough for $u$ to be $C^{1, \alpha}$ around $x$, for some $\alpha>0$ :
Lemma 1.2.3. Let $u \in C^{1, \alpha}\left(B_{1}\right) \cap L_{\omega}^{1}\left(\mathbb{R}^{n}\right)$ for some $\alpha \in(0,1)$. Then $\sqrt{-\Delta} u(0)$ is well-defined, and

$$
\begin{equation*}
|\sqrt{-\Delta} u(0)| \leq C\left(\|u\|_{C^{1, \alpha}\left(B_{1}\right)}+\|u\|_{L_{\omega}^{1}\left(\mathbb{R}^{n}\right)}\right) \tag{1.2.3}
\end{equation*}
$$

for some $C$ depending only on $n$ and $\alpha$. Moreover, $\sqrt{-\Delta} u \in C_{\operatorname{loc}}^{0, \alpha}\left(B_{1}\right)$ and

$$
\|\sqrt{-\Delta} u\|_{C^{0, \alpha}\left(B_{1 / 2}\right)} \leq C\left(\|u\|_{C^{1, \alpha}\left(B_{1}\right)}+\|u\|_{L_{\omega}^{1}\left(\mathbb{R}^{n}\right)}\right)
$$

for some $C$ depending only on $n$ and $\alpha$.
Proof. By considering $v=u / C_{\circ}$ with $C_{\circ}=\|u\|_{C^{1, \alpha}\left(B_{1}\right)}+\|u\|_{L_{\omega}^{1}\left(\mathbb{R}^{n}\right)}$ we may assume that

$$
\begin{equation*}
\|u\|_{C^{1, \alpha}\left(B_{1}\right)}+\|u\|_{L_{\omega}^{1}\left(\mathbb{R}^{n}\right)}=1 . \tag{1.2.4}
\end{equation*}
$$

Moreover, this implies

$$
|2 u(x)-u(x+y)-u(x-y)| \leq 2|y|^{1+\alpha}
$$

for all $x \in B_{1}$ and $y \in B_{1-|x|}$ (see A.2.2).
From (1.2.2), and integrating separately in $B_{1}$ and $\mathbb{R}^{n} \backslash B_{1}$ (recall (1.2.4)),

$$
|\sqrt{-\Delta} u(0)| \leq C \int_{B_{1}} \frac{d y}{|y|^{n-\alpha}}+C \int_{\mathbb{R}^{n} \backslash B_{1}} \frac{|u(0)|+|u(y)|+|u(-y)|}{|y|^{n+1}} d y .
$$

Observe that now, on the one hand (again using 1.2.4)),

$$
\int_{\mathbb{R}^{n} \backslash B_{1}} \frac{|u(0)|}{|y|^{n+1}} d y \leq C \int_{\mathbb{R}^{n} \backslash B_{1}} \frac{d y}{|y|^{n+1}} \leq C
$$

for some $C$ depending only on $n$. And on the other hand,

$$
\int_{\mathbb{R}^{n} \backslash B_{1}} \frac{|u(y)|+|u(-y)|}{|y|^{n+1}} d y=2 \int_{\mathbb{R}^{n} \backslash B_{1}} \frac{|u(y)|}{1+|y|^{n+1}} \frac{1+|y|^{n+1}}{|y|^{n+1}} d y \leq 4,
$$

where we are using that $1+|y|^{n+1} \leq 2|y|^{n+1}$ since $|y| \geq 1$, and $\|u\|_{L_{\omega}^{1}\left(\mathbb{R}^{n}\right)} \leq 1$.
Putting everything together, we get (1.2.3).
More generally, repeating for any point $z \in B_{1 / 2}$ (and taking integrals in $B_{1 / 2}$ instead of $B_{1}$ ) we obtain

$$
\begin{equation*}
\|\sqrt{-\Delta} u\|_{L^{\infty}\left(B_{1 / 2}\right)} \leq C \tag{1.2.5}
\end{equation*}
$$

as we wanted.

Let us now take a cut-off function $\eta \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$ such that $\eta \geq 0, \eta \equiv 0$ in $\mathbb{R}^{n} \backslash B_{3 / 4}$ and $\eta \equiv 1$ in $B_{2 / 3}$; and let us define $u_{1}:=\eta u$ compactly supported in $B_{3 / 4}$, and $u_{2}:=u-u_{1}=(1-\eta) u$ such that $u_{2} \equiv 0$ in $B_{2 / 3}$. Let us obtain an estimate for each $u_{1}$ and $u_{2}$ separately.

We prove first that $\sqrt{-\Delta} u_{1} \in C^{0, \alpha}\left(B_{1 / 2}\right)$, with $\left\|\sqrt{-\Delta} u_{1}\right\|_{C^{0, \alpha}\left(B_{1 / 2}\right)} \leq C$ (where $C$ is universal, explicit in terms of the cut-off $\eta$ ). Observe that the $L^{\infty}$ bound follows as in 1.2 .5 , since $u_{1} \in C^{1, \alpha}\left(\mathbb{R}^{n}\right)$ with $\left\|u_{1}\right\|_{C^{1, \alpha}\left(\mathbb{R}^{n}\right)} \leq$ $C\|u\|_{C^{1, \alpha}\left(B_{1}\right)} \leq C$. If we let now $x \in B_{1 / 2}$ and $r:=|x|$, we split

$$
\begin{aligned}
\sqrt{-\Delta} u_{1}(x)= & \frac{c_{n}}{2} \int_{B_{r}} \frac{2 u_{1}(x)-u_{1}(x+y)-u_{1}(x-y)}{|y|^{n+1}} d y \\
& +c_{n} \int_{\mathbb{R}^{n} \backslash B_{r}} \frac{u_{1}(x)-u_{1}(x+y)}{|y|^{n+1}} d y
\end{aligned}
$$

so that

$$
\left.\begin{array}{rl}
\mid \sqrt{-\Delta} & u_{1}(x)+\sqrt{-\Delta} u_{1}(-x)-2 \sqrt{-\Delta} u_{1}(0) \mid
\end{array}\right) \leq \begin{aligned}
& \leq C \int_{B_{r}}|y|^{\alpha-n} d y+C \int_{\mathbb{R}^{n} \backslash B_{r}} \frac{|x|^{1+\alpha}}{|y|^{n+1}} d y \leq C r^{\alpha}
\end{aligned}
$$

where we used

$$
\begin{aligned}
\left|u_{1}(x+y)+u_{1}(x-y)-2 u_{1}(x)\right| & \leq C|y|^{1+\alpha} \\
\left|u_{1}(x)+u_{1}(-x)-2 u_{1}(0)\right| & \leq C|x|^{1+\alpha} \\
\left|u_{1}(x+y)+u_{1}(-x+y)-2 u_{1}(y)\right| & \leq C|x|^{1+\alpha}
\end{aligned}
$$

Repeating it around any point in $B_{1 / 2}$ and together with the $L^{\infty}$ bound, we get $\left\|\sqrt{-\Delta} u_{1}\right\|_{C^{0, \alpha}\left(B_{1 / 2}\right)} \leq C$ by Lemma A.1.1.

Secondly, let us consider $u_{2}$. Given any $x_{1}, x_{2} \in B_{1 / 2}$, since $u_{2} \equiv 0$ in $B_{2 / 3}$,

$$
\begin{aligned}
& \left|\sqrt{-\Delta} u_{2}\left(x_{1}\right)-\sqrt{-\Delta} u_{2}\left(x_{2}\right)\right|= \\
& \quad=c_{n}\left|\int_{D} u_{2}(z)\left(\frac{1}{\left|z-x_{1}\right|^{n+1}}-\frac{1}{\left|z-x_{2}\right|^{n+1}}\right) d z\right|
\end{aligned}
$$

where $D$ can be taken to be $\mathbb{R}^{n} \backslash\left(B_{1 / 6}\left(x_{1}\right) \cup B_{1 / 6}\left(x_{2}\right)\right)$. Observe that, in this domain,

$$
\left|\frac{1}{\left|z-x_{1}\right|^{n+1}}-\frac{1}{\left|z-x_{2}\right|^{n+1}}\right| \leq C \frac{\left|x_{1}-x_{2}\right|}{1+|z|^{n+2}} \quad \text { for all } \quad z \in D
$$

by regularity of $|z|^{-n-1}$ outside of the origin. In particular,

$$
\left|\sqrt{-\Delta} u_{2}\left(x_{1}\right)-\sqrt{-\Delta} u_{2}\left(x_{2}\right)\right| \leq C\left|x_{1}-x_{2}\right|\left\|u_{2}\right\|_{L_{\omega}^{1}\left(\mathbb{R}^{n}\right)}
$$

and hence $\left[\sqrt{-\Delta} u_{2}\right]_{C^{0,1}\left(B_{1 / 2}\right)} \leq C\left\|u_{2}\right\|_{L_{\omega}^{1}\left(\mathbb{R}^{n}\right)} \leq C\|u\|_{L_{\omega}^{1}\left(\mathbb{R}^{n}\right)} \leq C$.

Combining the estimates for $u_{1}$ and $u_{2}$ with 1.2.5), we get the desired result.

We also observe that the operator $\sqrt{-\Delta}$ is positive definite:
Lemma 1.2.4. Let $u, v \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$. Then

$$
\int_{\mathbb{R}^{n}} u(x) \sqrt{-\Delta} v(x) d x=\frac{c_{n}}{2} \int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} \frac{(u(x)-u(z))(v(x)-v(z))}{|x-z|^{n+1}} d x d z
$$

In particular,

$$
\int_{\mathbb{R}^{n}} u(x) \sqrt{-\Delta} u(x) d x=\frac{c_{n}}{2} \int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} \frac{(u(x)-u(z))^{2}}{|x-z|^{n+1}} d x d z \geq 0
$$

with strict inequality unless $u \equiv 0$. That is, $\sqrt{-\Delta}$ is positive definite.
Proof. By definition,

$$
\int_{\mathbb{R}^{n}} u(x) \sqrt{-\Delta} v(x) d x=c_{n} \int_{\mathbb{R}^{n}} u(x) \text { P.V. } \int_{\mathbb{R}^{n}} \frac{v(x)-v(z)}{|x-z|^{n+1}} d z d x .
$$

Changing the roles of the variables we also have

$$
\int_{\mathbb{R}^{n}} u(x) \sqrt{-\Delta} v(x) d x=c_{n} \int_{\mathbb{R}^{n}} u(z) \text { P.V. } \int_{\mathbb{R}^{n}} \frac{v(z)-v(x)}{|x-z|^{n+1}} d x d z .
$$

Adding the previous two expressions and dividing by two, we obtain the desired result.

Let us finish this short introduction to the square root of the Laplacian noticing the invariances satisfied by the operator, and how these invariances actually characterize it:

Lemma 1.2.5. Let $u \in C^{2}\left(\mathbb{R}^{n}\right) \cap L^{\infty}\left(\mathbb{R}^{n}\right)$. Then, the following properties hold for all $x \in \mathbb{R}^{n}$,
(i) Translation invariance:

$$
\sqrt{-\Delta}\left[u\left(x+x_{\circ}\right)\right]=(\sqrt{-\Delta} u)\left(x+x_{\circ}\right)
$$

for any $x \circ \in \mathbb{R}^{n}$.
(ii) Rotation/Orthogonal invariance:

$$
\sqrt{-\Delta}[u(O x)]=(\sqrt{-\Delta} u)(O x)
$$

for any $O \in \mathcal{O}(n)$ orthogonal transformation.
(iii) Scale invariance/1-homogeneity:

$$
\sqrt{-\Delta}[u(\lambda x)]=|\lambda|(\sqrt{-\Delta} u)(\lambda x)
$$

for any $\lambda \in \mathbb{R}$.

Proof. It follows using the definition of $\sqrt{-\Delta},(\sqrt{1.2 .1})$, and changing variables appropriately for each case.

In particular, estimates like the ones in Lemma 1.2 .3 can be rescaled to any ball $B_{r}\left(x_{\circ}\right) \subset \mathbb{R}^{n}$.

The properties in Lemma 1.2 .5 are not mere consequences of the definition of the operator $\sqrt{-\Delta}$, but in fact, they fully characterize it. In the following lemma, the set $\mathcal{S}\left(\mathbb{R}^{n}\right)$ denotes the Schwartz space, that is, the set of $C^{\infty}\left(\mathbb{R}^{n}\right)$ functions such that all derivatives decay faster than any polynomial. We also denote by $\mathcal{F}$ the Fourier transform, acting on functions $f \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ (in fact, it is an automorphism on $\mathcal{S}$ ):

$$
\mathcal{F}(f)(\xi):=\int_{\mathbb{R}^{n}} f(x) e^{-i \xi \cdot x} d x
$$

Lemma 1.2.6. Let $\mathcal{L}: \mathcal{S} \rightarrow \mathcal{S}$ be any operator satisfying properties (i)(ii) (iii) from Lemma 1.2.5. Then, there exists a constant $\kappa \in \mathbb{R}$ such that $\mathcal{L}=\kappa \sqrt{-\Delta}$.

Proof. Since $\mathcal{L}$ is translation invariant by property (i), it is given by a Fourier multiplier $\mathcal{A}(\xi)$ (see, for example, [215, Chapter I, Theorem 3.16]). Namely,

$$
\mathcal{L} u=\mathcal{F}^{-1}(\mathcal{A}(\xi) \mathcal{F}(u)(\xi))
$$

where $\mathcal{F}$ denotes the Fourier transform, and $\mathcal{F}^{-1}$ is the inverse Fourier transform.

Rotation and scale invariances, (ii) |(iii), now imply that $\mathcal{A}(\xi)=\kappa|\xi|$. In particular, all operators satisfying (i) H(ii) H(iii) from Lemma 1.2 .5 are multiple of each other, and the lemma follows.

Remark 1.2.7. As a consequence of the previous proof, we also showed that the Fourier multiplier of $\sqrt{-\Delta}$ is $\kappa|\xi|$ for some $\kappa \in \mathbb{R}$. In Section 1.3 below we will show that $\sqrt{-\Delta} \circ \sqrt{-\Delta}=-\Delta$, and since the Fourier multiplier of $-\Delta$ is simply $|\xi|^{2}$, together with the positive definiteness of $\sqrt{-\Delta}$ we obtain that the Fourier multiplier of $\sqrt{-\Delta}$ is $|\xi|$ (namely, $\kappa=1$ ).

### 1.3. Harmonic extension

For any $u \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$, let us consider the operator $L u$ defined as follows:
Let $\tilde{u}(x, y): \mathbb{R}^{n} \times \mathbb{R} \rightarrow \mathbb{R}$ be the harmonic extension of $u(x)$ towards $\mathbb{R}_{+}^{n+1}:=\left\{(x, y) \in \mathbb{R}^{n} \times \mathbb{R}: y>0\right\}$. That is, $\tilde{u}(x, y)$ is the only solution to

$$
\left\{\begin{array}{rlrl}
\Delta_{x, y} \tilde{u} & =0 & & \text { in } \quad\{y>0\} \\
\tilde{u}(x, 0) & =u(x) & & \text { for } \\
x \in \mathbb{R}^{n}
\end{array}\right.
$$

which decays at infinity, where $\Delta_{x, y}:=\Delta_{x}+\partial_{y y}=\sum_{i=1}^{n} \partial_{x_{i} x_{i}}+\partial_{y y}$ denotes the Laplacian in the $(x, y)$ coordinates. We then define

$$
L u(x):=-\left.\partial_{y}\right|_{y=0} \tilde{u}(x, y)
$$

The operator $L$ is called a Dirichlet-to-Neumann operator: given a function $u$, we use it as a Dirichlet datum for the Laplace equation in the upper half-space in $\mathbb{R}^{n+1}$, and then compute its Neumann condition on $\mathbb{R}^{n} \times\{0\}$. Thus, since $u$ is a function defined on $\mathbb{R}^{n}$, we have that $L u$ is a new function defined on $\mathbb{R}^{n}$ as well. Notice, also, that $L u$ is nonlocal, in the sense that its value is influenced by the values of $u$ in all of $\mathbb{R}^{n}$; and that roughly speaking, it has one derivative less than $u$.

We can compute $\tilde{u}$ explicitly by means of the Poisson kernel of the upperhalf space for the Laplacian in $\mathbb{R}^{n+1}$. That is, since $u \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right), \tilde{u}$ is given by

$$
\begin{equation*}
\tilde{u}(x, y)=[P(\cdot, y) * u](x):=\int_{\mathbb{R}^{n}} P(x-z, y) u(z) d z \tag{1.3.1}
\end{equation*}
$$

where $P(x, y)$ is the Poisson kernel for the upper half-space,

$$
\begin{equation*}
P(x, y)=c_{n} \frac{y}{\left(|x|^{2}+y^{2}\right)^{\frac{n+1}{2}}} \tag{1.3.2}
\end{equation*}
$$

with

$$
\begin{equation*}
c_{n}:=\Gamma\left(\frac{n+1}{2}\right) \pi^{-\frac{n+1}{2}} . \tag{1.3.3}
\end{equation*}
$$

Notice that $u \in L_{\omega}^{1}\left(\mathbb{R}^{n}\right)$ is the necessary and sufficient condition for the integral in 1.3 .1 to exist. In this case $\left(u \in L_{\omega}^{1}\left(\mathbb{R}^{n}\right)\right)$ there exists a unique well-defined extension (decaying at infinity).

Then, for any $u \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$, we can compute $L u$ :

$$
\begin{aligned}
L u(x)=-\lim _{y \downarrow 0} \frac{\tilde{u}(x, y)-u(x)}{y} & =-\lim _{y \downarrow 0} \frac{1}{y}\left\{\int_{\mathbb{R}^{n}} P(x-z, y)(u(z)-u(x)) d z\right\} \\
& =c_{n} \mathrm{P} . \mathrm{V} . \int_{\mathbb{R}^{n}} \frac{u(x)-u(z)}{|x-z|^{n+1}} d z \\
& =\sqrt{-\Delta} u(x),
\end{aligned}
$$

where we are using that, for each $y>0, \int_{\mathbb{R}^{n}} P(z, y) d z=1$, and we need to take the P.V. in order to make sense of the integral. That is, the operator $L u$ above coincides with the square root of the Laplacian!

Alternatively, we can also compute $L(L u)$. Indeed, if $\tilde{u}$ is the harmonic extension of $u$, then $-\partial_{y} \tilde{u}$ is the harmonic extension of $L u$ (since it coincides with $L u$ on $\{y=0\}$ and it is harmonic). Thus,

$$
L(L u)(x)=-\left.\partial_{y}\right|_{y=0}\left(-\left.\partial_{y}\right|_{y=0} \tilde{u}\right)=\left.\partial_{y y}\right|_{y=0} \tilde{u}(x, y)
$$

Now, since $\Delta_{x, y} \tilde{u}=\Delta_{x} \tilde{u}+\partial_{y y} \tilde{u}=0$,

$$
L(L u)(x)=-\Delta_{x} \tilde{u}(x, 0)=-\Delta u(x) .
$$

That is, $L^{2} u(x)=-\Delta u(x)$, which justifies the notation $L=\sqrt{-\Delta}$.
In all, we have:
Theorem 1.3.1. Let $u \in C^{1, \varepsilon}\left(B_{1}\right) \cap L_{\omega}^{1}\left(\mathbb{R}^{n}\right)$ for some $\varepsilon>0$, and let $\tilde{u}$ : $\mathbb{R}^{n+1} \cap\{y>0\} \rightarrow \mathbb{R}$ be the unique solution to

$$
\left\{\begin{align*}
\Delta_{x, y} \tilde{u} & =0 & & \text { in } \quad\{y>0\}  \tag{1.3.4}\\
\tilde{u}(x, 0) & =u(x) & & \text { for } \quad x \in \mathbb{R}^{n}
\end{align*}\right.
$$

with sublinear growth, given by the Poisson kernel representation (1.3.1)(1.3.2). Then,

$$
\sqrt{-\Delta} u(x)=-\left.\partial_{y}\right|_{y=0} \tilde{u}(x, y) \quad \text { for all } \quad x \in B_{1}
$$

where $\sqrt{-\Delta}$ is given by (1.2.1).
Proof. The proof is the same as the reasoning above, which also works for $u \in C^{1, \varepsilon}\left(B_{1}\right) \cap L_{\omega}^{1}\left(\mathbb{R}^{n}\right)$ (thanks to Lemma 1.2.3).

As a corollary, we obtain the local $C^{\infty}$ regularity of solutions to the equation $\sqrt{-\Delta} u=0$ :
Corollary 1.3.2. Let $u \in C^{1, \varepsilon}\left(B_{1}\right) \cap L_{\omega}^{1}\left(\mathbb{R}^{n}\right)$ for some $\varepsilon>0$ satisfy

$$
\sqrt{-\Delta} u=0 \quad \text { in } \quad B_{1} .
$$

Then $u \in C^{\infty}\left(B_{1}\right)$ (in fact, it is real analytic).
Proof. Let us use Theorem 1.3.1, and consider $\tilde{u}$ to be the solution to (1.3.4). Consider its even extension $\tilde{u}_{e}$ to $\mathcal{B}_{1}:=\left\{(x, y) \in \mathbb{R}^{n} \times \mathbb{R}:|(x, y)|<\right.$ 1\}, namely

$$
\tilde{u}_{e}(x, y)=\left\{\begin{array}{lll}
\tilde{u}(x, y) & \text { if } & y \geq 0 \\
\tilde{u}(x,-y) & \text { if } & y<0 .
\end{array}\right.
$$

Observe that $\tilde{u}_{e}$ is continuous in $\mathcal{B}_{1}$ and $C^{1}$ as well, since $\left.\partial_{y}\right|_{y=0} \tilde{u}(x, y)=$ 0 . Hence, $\tilde{u}_{e}$ is harmonic in the whole $\mathcal{B}_{1}$, and by interior regularity for harmonic functions we obtain that $\tilde{u}_{e} \in C^{\infty}\left(\mathcal{B}_{1}\right)$ and it is real analytic as well. In particular, $u(x)=\tilde{u}_{e}(x, 0) \in C^{\infty}\left(B_{1}\right)$.

### 1.4. Heat kernel and fundamental solution

Heat kernel. The heat kernel for the square root of the Laplacian is a function $p(t, x)$ such that, for any $\varphi \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$,

$$
\Phi(t, x):=[p(t, \cdot) * \varphi](x)
$$

satisfies the heat equation for the square root of the Laplacian in $\mathbb{R}^{n}$ with initial value $\varphi(x)$, that is,

$$
\left\{\begin{align*}
\partial_{t} \Phi+\sqrt{-\Delta} \Phi & =0 & & \text { in }(0,+\infty) \times \mathbb{R}^{n}  \tag{1.4.1}\\
\Phi(0, x) & =\varphi(x) & & \text { for } \quad x \in \mathbb{R}^{n} .
\end{align*}\right.
$$

Formally, $p(t, x)$ satisfies

$$
\left\{\begin{array}{rll}
\partial_{t} p+\sqrt{-\Delta} p & =0 & \text { in } \quad(0,+\infty) \times \mathbb{R}^{n} \\
p(0, x) & =\delta_{0} & \text { for } \quad x \in \mathbb{R}^{n}
\end{array}\right.
$$

where $\delta_{0}$ denotes a Dirac delta at 0 .
Interestingly, the heat kernel $p(t, x)$ coincides with the Poisson kernel of the upper half-space for the Laplacian, $P(t, x)$ given by 1.3.2):

Lemma 1.4.1. Let $p(t, x)$ be given by

$$
p(t, x):=c_{n} \frac{t}{\left(|x|^{2}+t^{2}\right)^{\frac{n+1}{2}}} .
$$

Then, for all $\varphi \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$, the function $\Phi(t, x):=[p(t, \cdot) * \varphi](x)$ satisfies (1.4.1).

Proof. Observe that $p(t, x)=P(t, x)$ where $P$ is the Poisson kernel in the half-space for the Laplacian, (1.3.2). Then, on the one hand, by definition of the Poisson kernel $[\varphi * P(0, \cdot)]=\varphi$ for any $\varphi \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$. On the other hand, observe that if $\tilde{u}(x, y)$ is the harmonic extension of a function $u(x)$, then $\tilde{u}(x, y+t)$ is the harmonic extension of $\tilde{u}(x, t)$ for each fixed $t>0$. In particular, for each $t>0$ fixed, the harmonic extension of $\Phi(t, x)=$ $[P(t, \cdot) * \varphi](x)$ is given by $\tilde{\Phi}(t, x, y)=[P(t+y, \cdot) * \varphi](x)$. Hence, we can compute (using Theorem 1.3.1)

$$
\sqrt{-\Delta} \Phi(t, x)=-\left.\partial_{y}\right|_{y=0} \tilde{\Phi}(t, x, y)=-\partial_{t}[P(t, \cdot) * \varphi](x)=-\partial_{t} \Phi(t, x)
$$

that is, $\Phi$ satisfies the fractional heat equation (1.4.1).
Fundamental solution. Recall that, for the Laplace operator $-\Delta$, the inverse operator is given by the Riesz potential $I_{2}$. Indeed, a solution to

$$
-\Delta v=f \quad \text { in } \quad \mathbb{R}^{n}
$$

(with $f$ decaying at infinity) is given by convolution against a locally integrable function,

$$
v(x)=\left(I_{2} f\right)(x)=\left(K_{2} * f\right)(x)=\kappa_{2, n} \int_{\mathbb{R}^{n}} \frac{f(z)}{|x-z|^{n-2}} d z \quad(\text { when } n \neq 2),
$$

where

$$
K_{2}(x):= \begin{cases}\kappa_{2, n}|x|^{2-n}, & \text { if } n \neq 2, \quad \text { with } \quad \kappa_{2, n}=\frac{\Gamma\left(\frac{n-2}{2}\right)}{4} \pi^{-\frac{n}{2}},  \tag{1.4.2}\\ -\frac{1}{2 \pi} \log |x|, & \text { if } n=2,\end{cases}
$$

is called the fundamental solution for the Laplacian in $\mathbb{R}^{n}$. In other words, $I_{2} f=(-\Delta)^{-1} f$. Formally, the kernel $K_{2}$ satisfies $-\Delta K_{2}=\delta_{0}$, where $\delta_{0}$ is a Dirac delta at the origin.

For the square root of the Laplacian, $\sqrt{-\Delta}$, we need to introduce the Riesz potential $I_{1}$. That is, a solution to

$$
\sqrt{-\Delta} u=f \quad \text { in } \quad \mathbb{R}^{n}
$$

(when $f$ has sufficient decay) is given by

$$
u(x)=\left(I_{1} f\right)(x)=\left(K_{1} * f\right)(x)=\kappa_{1, n} \int_{\mathbb{R}^{n}} \frac{f(z)}{|x-z|^{n-1}} d z \quad(\text { when } n \geq 2)
$$

where

$$
K_{1}(x):= \begin{cases}\kappa_{1, n}|x|^{1-n}, & \text { if } n \geq 2, \quad \text { with } \quad \kappa_{1, n}=\frac{\Gamma\left(\frac{n-1}{2}\right)}{2} \pi^{-\frac{n+1}{2}}, ~  \tag{1.4.3}\\ -\frac{1}{\pi} \log |x|, & \text { if } n=1 .\end{cases}
$$

In the distributional sense, we have

$$
\sqrt{-\Delta} K_{1}=\delta_{0} \quad \text { in } \quad \mathbb{R}^{n},
$$

where $\delta_{0}$ is a Dirac delta at the origin. The function $K_{1}$ is called the fundamental solution of the square root of the Laplacian in $\mathbb{R}^{n}$.

Lemma 1.4.2 (Fundamental solution). Let $f \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$, and let $K_{1}$ be given by (1.4.3). Then

$$
\sqrt{-\Delta}\left(K_{1} * f\right)=f \quad \text { in } \quad \mathbb{R}^{n}
$$

First proof. We use the harmonic extension from Theorem 1.3.1. That is, we consider $\tilde{u}: \mathbb{R}_{+}^{n+1} \rightarrow \mathbb{R}$ to be the extension towards $\{y>0\}$ of $K_{1} * f$, which is explicit in terms of the Poisson kernel (1.3.1)- (1.3.2)

$$
\tilde{u}(x, y)=\left(P(\cdot, y) *\left[K_{1} * f\right]\right)(x)=\left(\left[P(\cdot, y) * K_{1}\right] * f\right)(x)
$$

where we are using the associative property of the convolution. Observe that now $P(\cdot, y) * K_{1}$ should be the harmonic extension of $K_{1}$, which is the fundamental solution of the Laplacian in dimension $n+1$ (up to a multiplicative factor 2): indeed, it is the unique harmonic function vanishing at infinity (or with sublinear growth, for $n=1$ ) that coincides with $K_{1}$ on $\{y=0\}$ and is harmonic in $\{y>0\}$. Thus,

$$
\tilde{u}(x, y)=\left[\tilde{K}_{2}(\cdot, y) * f\right](x) \quad \text { with } \quad \tilde{K}_{2}(x, y):=\kappa_{1, n}\left(|x|^{2}+y^{2}\right)^{-\frac{n-1}{2}}
$$

when $n \geq 2$, and $\tilde{K}_{2}(x, y)=-\frac{1}{2 \pi} \log \left(|x|^{2}+y^{2}\right)$ if $n=1$.
In particular, we can compute

$$
\sqrt{-\Delta}\left(K_{1} * f\right)(x)=-\left.\partial_{y}\right|_{y=0} \tilde{u}(x, y)=\left.\left[-\partial_{y} \tilde{K}_{2}(\cdot, y) * f\right]\right|_{y=0}(x) .
$$

We now notice that

$$
-\partial_{y} \tilde{K}_{2}(\cdot, y)=P(x, y)
$$

and so $[P(\cdot, y) * f](x)=f(x)$ when $y \downarrow 0$, as we wanted to see.
Second proof. Let us do the case $n \geq 2$. Observe that the function $K_{1}$ satisfies

$$
K_{1}(x)=\int_{0}^{\infty} p(t, x) d t
$$

where $p(t, x)$ is the heat kernel (see Lemma 1.4.1). Then, for all $f \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$ and using Lemma 1.4.1,

$$
\begin{aligned}
\sqrt{-\Delta}\left(K_{1} * f\right) & =\sqrt{-\Delta}\left(\int_{0}^{\infty} p(t, \cdot) * f d t\right)=\int_{0}^{\infty} \sqrt{-\Delta}(p(t, \cdot) * f) d t \\
& =-\int_{0}^{\infty} \partial_{t}(p(t, \cdot) * f) d t=p(0, \cdot) * f=f
\end{aligned}
$$

as wanted.

### 1.5. Maximum principle

Super- and subsolutions to equations of the form $\sqrt{-\Delta} u=0$ satisfy a maximum principle and a comparison principle:

Lemma 1.5.1 (Maximum Principle). Let $\Omega \subset \mathbb{R}^{n}$ be a bounded open set, and let $u \in C_{\mathrm{loc}}^{1, \varepsilon}(\Omega) \cap C(\bar{\Omega}) \cap L_{\omega}^{1}\left(\mathbb{R}^{n}\right)$ for some $\varepsilon>0$. Let us assume that

$$
\left\{\begin{aligned}
\sqrt{-\Delta} u & \geq 0 \\
u & \text { in } \quad \Omega, \\
& \text { in } \mathbb{R}^{n} \backslash \Omega .
\end{aligned}\right.
$$

Then $u \geq 0$ in $\mathbb{R}^{n}$. Moreover, either $u>0$ in $\Omega$ or $u \equiv 0$ in $\mathbb{R}^{n}$.
Proof. Let us suppose that it is not true, and that $\inf _{\mathbb{R}^{n}} u=u\left(x_{\circ}\right) \leq 0$ for some $x_{\circ} \in \Omega$. Then

$$
\sqrt{-\Delta} u\left(x_{\circ}\right)=c_{n} \text { P.V. } \int_{\mathbb{R}^{n}} \frac{u\left(x_{\circ}\right)-u\left(x_{\circ}+y\right)}{|y|^{n+1}} d y<0
$$

if $u \not \equiv 0$ in $\mathbb{R}^{n}$, a contradiction. Thus, either $u \equiv 0$ in $\mathbb{R}^{n}$ or $u>0$ in $\Omega$.
As a consequence we obtain the comparison principle for strong solutions.

Corollary 1.5.2 (Comparison Principle). Let $\Omega \subset \mathbb{R}^{n}$ be a bounded open set, and let $u_{1}, u_{2} \in C_{\mathrm{loc}}^{1, \varepsilon}(\Omega) \cap C(\bar{\Omega}) \cap L_{\omega}^{1}\left(\mathbb{R}^{n}\right)$ for some $\varepsilon>0$. Let us assume that

$$
\left\{\begin{array}{rlrl}
\sqrt{-\Delta} u_{1} & \geq \sqrt{-\Delta} u_{2} & & \text { in } \Omega \\
u_{1} & \geq u_{2} & \text { in } \mathbb{R}^{n} \backslash \Omega
\end{array}\right.
$$

Then $u_{1} \geq u_{2}$ in $\mathbb{R}^{n}$.

Proof. This is an immediate consequence of Lemma 1.5.1, applied to $w:=$ $u_{1}-u_{2}$.

We can also deduce the following:
Corollary 1.5.3 (Uniqueness of strong solutions). Let $\Omega \subset \mathbb{R}^{n}$ be a bounded open set, and let $u_{1}, u_{2} \in C_{\operatorname{loc}}^{1, \varepsilon}(\Omega) \cap C(\bar{\Omega}) \cap L_{\omega}^{1}\left(\mathbb{R}^{n}\right)$ for some $\varepsilon>0$. Let us assume that

$$
\left\{\begin{aligned}
\sqrt{-\Delta} u_{1} & =\sqrt{-\Delta} u_{2} & & \text { in } \Omega, \\
u_{1} & =u_{2} & & \text { in } \mathbb{R}^{n} \backslash \Omega .
\end{aligned}\right.
$$

Then $u_{1}=u_{2}$ in $\mathbb{R}^{n}$.
Proof. It is a consequence of applying the comparison principle (Corollary 1.5 .2 twice to $u_{1}$ and $u_{2}$ by exchanging their roles.

### 1.6. Poisson kernel and the mean value property

Poisson kernel. As used in Section 1.3, the Poisson kernel for the upper half-space $\mathbb{R}_{+}^{n}$ for the Laplacian is the kernel that allows us to compute the harmonic extension to a boundary datum on $\mathbb{R}^{n} \cap\left\{x_{n}=0\right\}$. Namely, given a (sufficiently smooth) function $g \in C_{c}^{\infty}\left(\left\{x_{n}=0\right\}\right)$, we can explicitly solve the Dirichlet problem in the upper half-space with boundary datum given by $g$ (among bounded solutions),

$$
\begin{align*}
& \left\{\begin{array}{rcc}
\Delta u=0 & \text { in } & \left\{x_{n}>0\right\} \\
u=g & \text { on } & \left\{x_{n}=0\right\} \\
\Downarrow &
\end{array}\right.  \tag{1.6.1}\\
& u\left(x^{\prime}, x_{n}\right)=c_{n-1} \int_{\left\{x_{n}=0\right\}} \frac{x_{n} g\left(x^{\prime}-z^{\prime}\right)}{\left(\left|z^{\prime}\right|^{2}+x_{n}^{2}\right)^{\frac{n}{2}}} d z^{\prime},
\end{align*}
$$

where we have denoted $x=\left(x^{\prime}, x_{n}\right) \in \mathbb{R}^{n-1} \times \mathbb{R}$.
We now want an analogous result for the square root of the Laplacian. That is, given a domain $\Omega=\left\{x_{n}>0\right\}$, we want to find the solution $u$ being $\frac{1}{2}$-harmonic in $\Omega$ (i.e., $\sqrt{-\Delta} u=0$ in $\Omega$ ) and with the corresponding boundary condition. Observe that now, however, due to the nonlocality of the operator, in order to compute $\sqrt{-\Delta} u$ we need to know the value of $u$ at all points in $\mathbb{R}^{n}$. That is, we need to impose a condition in the whole $\mathbb{R}^{n} \backslash \Omega$. This is called an exterior condition (contrary to a boundary condition in the previous problem, where the operator is local).

The Poisson kernel in the half-space then reads as follows:

Proposition 1.6.1 (Poisson kernel in a half-space). Let $g \in L^{\infty}(\{x \cdot e \leq 0\})$ for some $e \in \mathbb{S}^{n-1}$. Let $u$ be defined as

$$
u(x)=a_{n} \int_{\{z \cdot e \leq 0\}} \frac{\sqrt{x \cdot e} g(z)}{\sqrt{|z \cdot e|} x-\left.z\right|^{n}} d z \quad \text { if } \quad\{x \cdot e>0\}
$$

where $a_{n}=\Gamma\left(\frac{n}{2}\right) \pi^{-\frac{n}{2}-1}$, and $u(x)=g(x)$ if $x \cdot e \leq 0$. Then $u \in C^{\infty}(\{x \cdot e>$ $0\}) \cap L^{\infty}\left(\mathbb{R}^{n}\right)$ and it solves

$$
\left\{\begin{aligned}
\sqrt{-\Delta} u=0 & \text { in } \quad\{x \cdot e>0\} \\
u=g & \text { in } \quad\{x \cdot e \leq 0\} .
\end{aligned}\right.
$$

Proof. We give a short proof of the result for $n=1$, and we refer to [29] for a detailed proof of the general case $n \geq 2$.

Observe that, for any $x>0$ and by a scaling argument,

$$
a_{1} \int_{\{z \leq 0\}} \frac{\sqrt{x}}{\sqrt{|z|}|x-z|} d z=a_{1} \int_{0}^{\infty} \frac{d z}{\sqrt{z}(1+z)}=\frac{2}{\pi} \int_{0}^{\infty} \frac{d x}{1+x^{2}}=1
$$

Hence, $\|u\|_{L^{\infty}(\{x>0\})} \leq\|g\|_{L^{\infty}(\{x \leq 0\})}$; and $u \in C^{\infty}(\{x>0\})$ by the smoothness of the integrand in $x$. It remains to prove that $\sqrt{-\Delta} u=0$ in $\{x>0\}$ :

Let $\tilde{u}(x, y): \mathbb{R}^{2} \rightarrow \mathbb{R}$ be the harmonic extension of $u(-x)$ towards $y>0$, extended evenly to $y \leq 0$; and let us define

$$
w(\bar{x}, \bar{y}):=\tilde{u}\left(\bar{x}^{2}-\bar{y}^{2}, 2 \bar{x} \bar{y}\right) .
$$

A simple computation shows that $w$ is harmonic in the half-space $\mathbb{R}_{+}^{2}=$ $\{\bar{y}>0\}$ if and only if $\tilde{u}=\tilde{u}(x, y)$ is harmonic in $\mathbb{R}^{2} \backslash\{x \geq 0, y=0\}$ (alternatively, $w$ is the composition of a function $\tilde{u}$ with a conformal map in $\mathbb{R}^{2}$, so it is harmonic if and only if $\tilde{u}$ is harmonic). Thus, we need to impose $w$ to be harmonic in $\{\bar{y}>0\}$. For this, we can use the Poisson kernel representation (1.6.1) to derive

$$
w(\bar{x}, \bar{y})=\frac{1}{\pi} \int_{\mathbb{R}} \frac{w(z, 0) \bar{y}}{(\bar{x}-z)^{2}+\bar{y}^{2}} d z .
$$

In particular, for $x>0$ we recover an expression for $u$,

$$
u(x)=w(0, \sqrt{x})=\frac{1}{\pi} \int_{\mathbb{R}} \frac{u\left(-z^{2}\right) \sqrt{x}}{z^{2}+x} d z=\frac{1}{\pi} \int_{\{z<0\}} \frac{g(z) \sqrt{x}}{\sqrt{|z|}(x-z)} d z .
$$

Thanks to the extension theorem, Theorem 1.3.1, such $u$ satisfies $\sqrt{-\Delta} u=0$ for $x>0$.

Thanks to the previous result, and by means of an inversion in a sphere, we can also obtain the Poisson kernel for a ball. When the operator is the

Laplacian, $-\Delta$, a similar argument yields that

$$
\begin{gathered}
\left\{\begin{array}{rll}
\Delta u= & \text { in } B_{1} \\
u & =g & \text { on } \partial B_{1}
\end{array}\right. \\
\Downarrow
\end{gathered} \begin{gathered}
\Downarrow(x)=\frac{c_{n-1}}{2} \int_{\partial B_{1}} \frac{\left(1-|x|^{2}\right) g(z)}{|x-z|^{n}} d z^{\prime} .
\end{gathered}
$$

In our case, in order to obtain the Poisson kernel in a ball for $\sqrt{-\Delta}$, we need to define the Kelvin transform of the square root of the Laplacian for a function $u$. That is, given the inversion in $B_{1}$

$$
x \longmapsto x^{*}=\frac{x}{|x|^{2}}
$$

we define $u^{*}$ the Kelvin transform of $u$ as

$$
u^{*}(x):=|x|^{1-n} u\left(x^{*}\right) .
$$

The following lemma says that if $u$ satisfies $\sqrt{-\Delta} u=0$ in $D$, then $u^{*}$ does so in $D^{*}$, where $D^{*}$ is the image of $D$ through $x \mapsto x^{*}$. We provide two proofs; one by direct computation and one using the extension variable instead.
Lemma 1.6.2 (Kelvin transform for $\sqrt{-\Delta})$. Let $u \in L_{\omega}^{1}\left(\mathbb{R}^{n}\right)$. Then $u^{*} \in$ $L_{\omega}^{1}\left(\mathbb{R}^{n}\right)$, with

$$
\begin{equation*}
\left\|u^{*}\right\|_{L_{\omega}^{1}\left(\mathbb{R}^{n}\right)}=\|u\|_{L_{\omega}^{1}\left(\mathbb{R}^{n}\right)} \tag{1.6.2}
\end{equation*}
$$

Moreover, if $x \neq 0$ and $u \in C^{1, \varepsilon}\left(B_{r}\left(x^{*}\right)\right)$ for some $\varepsilon>0$ and $r>0$, then $\sqrt{-\Delta} u^{*}$ is well-defined at $x=\left(x^{*}\right)^{*} \in \mathbb{R}^{n}$ and

$$
\sqrt{-\Delta} u^{*}(x)=|x|^{-1-n} \sqrt{-\Delta} u\left(x^{*}\right)
$$

Proof. By changing variables $z \mapsto \zeta=z^{*}$, so that $\frac{d z}{|z|^{2 n}}=d \zeta$, we get

$$
\int_{\mathbb{R}^{n}} \frac{\left|u^{*}(z)\right|}{1+|z|^{n+1}} d z=\int_{\mathbb{R}^{n}} \frac{\left|u^{*}\left(\zeta^{*}\right)\right|}{1+\left|\zeta^{*}\right|^{n+1}}|\zeta|^{-2 n} d \zeta=\int_{\mathbb{R}^{n}} \frac{|u(\zeta)|}{1+|\zeta|^{n+1}} d \zeta
$$

and hence 1.6.2 holds.
The fact that $\sqrt{-\Delta} u^{*}$ is well-defined at $x^{*}$ is due to Lemma 1.2.3, since $u^{*}$ is $C^{1, \varepsilon}$ around $x^{*}$ and $u^{*} \in L_{\omega}^{1}\left(\mathbb{R}^{n}\right)$.

Changing variables again, $z \mapsto \zeta=z^{*}$, we find

$$
\begin{aligned}
\sqrt{-\Delta} u\left(x^{*}\right) & =c_{n} \text { P.V. } \int_{\mathbb{R}^{n}} \frac{u\left(x^{*}\right)-u(z)}{\left|x^{*}-z\right|^{n+1}} d z \\
& =c_{n} \text { P.V. } \int_{\mathbb{R}^{n}} \frac{u\left(x^{*}\right)-u\left(\zeta^{*}\right)}{\left|x^{*}-\zeta^{*}\right|^{n+1}}|\zeta|^{-2 n} d \zeta
\end{aligned}
$$

Observe now

$$
\begin{equation*}
\left|x^{*}-z^{*}\right| \cdot|x| \cdot|z|=|x-z|, \tag{1.6.3}
\end{equation*}
$$

so that

$$
\begin{aligned}
& \sqrt{-\Delta} u\left(x^{*}\right)=|x|^{n+1} c_{n} \text { P.V. } \int_{\mathbb{R}^{n}} \frac{u^{*}(x)\left(\frac{|x|}{|z|}\right)^{n-1}-u^{*}(\zeta)}{|x-\zeta|^{n+1}} d \zeta \\
& \quad=|x|^{n+1} c_{n}\left(\text { P.V. } \int_{\mathbb{R}^{n}} \frac{u^{*}(x)-u^{*}(\zeta)}{|x-\zeta|^{n+1}} d \zeta+|x|^{n-1} u^{*}(x) \sqrt{-\Delta}\left(|x|^{1-n}\right)\right) \\
& \quad=|x|^{n+1} \sqrt{-\Delta} u^{*}(x),
\end{aligned}
$$

where in the last inequality we are using that $|x|^{1-n}$ is (a multiple of) the fundamental solution (see Lemma 1.4 .2 ), and so $\sqrt{-\Delta}\left(|x|^{1-n}\right)=0$ since $x \neq 0$. Taking $y=x^{*}$ we get the desired result.

Second proof. We can give a proof of the second part by means of the extension method, Theorem 1.3.1. Let us see that if $\tilde{u}(x, y)$ and $\widetilde{u^{*}}(x, y)$ denote the harmonic extensions towards $\{y>0\}$ of $u$ and $u^{*}$ respectively, then $\tilde{u}^{\circ}=\widetilde{u^{*}}$, where

$$
w^{\circ}(X):=|X|^{1-n} w\left(X^{*}\right), \quad \text { for } \quad X=(x, y) \in \mathbb{R}^{n} \times \mathbb{R} .
$$

Here, $w^{\circ}$ is the Kelvin transform for the (classical) Laplacian: observe that the only difference from before is in the power $1-n$, since now we are in dimension $n+1$. It is now a direct computation to check that

$$
\Delta w^{\circ}(X)=|X|^{-n-2} \Delta w\left(X^{*}\right),
$$

and so $w^{\circ}$ is harmonic in $D$ if and only if $w$ is harmonic in $D^{*}$. In particular, since half-spaces and hyperplanes that go through the origin are invariant under the inversion $x \mapsto x^{*}$, we obtain that $\tilde{u}^{\circ}=\widetilde{u^{*}}$. Now, we can compute (using Theorem 1.3.1)

$$
\sqrt{-\Delta} u^{*}(x)=\left.\partial_{y}\right|_{y=0} \widetilde{u^{*}}(x, y)=\left.\partial_{y}\right|_{y=0} \tilde{u}^{\circ}(x, y)=\left.\partial_{y}\right|_{y=0}|X|^{1-n} \tilde{u}\left(X^{*}\right) .
$$

Observe now that $\left.\partial_{y}\right|_{y=0}|X|^{1-n}=0($ if $X \neq 0)$ and

$$
\left.\partial_{y}\right|_{y=0} \tilde{u}\left(X^{*}\right)=\left.\nabla_{X} \tilde{u}\left(X^{*}\right) \cdot \partial_{y}\left(X /|X|^{2}\right)\right|_{y=0}=\left.\left(\partial_{y} \tilde{u}\right)\left(X^{*}\right)\right|_{y=0}|x|^{-2} .
$$

Hence, we obtain

$$
\sqrt{-\Delta} u^{*}(x)=\left[\left.\partial_{y}\right|_{y=0} \tilde{u}\right]\left(x^{*}\right)|x|^{-1-n}=|x|^{-1-n} \sqrt{-\Delta} u\left(x^{*}\right),
$$

as we wanted to see.
The inversion in $B_{1}, x \mapsto x^{*}$, maps (conformally) the interior of $B_{1}$ into its exterior, and vice versa. Observe that this transformation maps any ball whose boundary goes through the origin into a half-space, and in particular
$\left(B_{1}\left(\boldsymbol{e}_{n}\right)\right)^{*}=\left\{x_{n}>1 / 2\right\}$. Thanks to this observation, we can compute the Poisson kernel in a ball $2^{2}$

Proposition 1.6.3 (Poisson kernel in a ball). Let $g \in L_{\omega}^{1}\left(\mathbb{R}^{n}\right)$ such that it is continuous on $\partial B_{1}$. Let $u$ be defined as

$$
u(x)=a_{n} \int_{\mathbb{R}^{n} \backslash B_{1}} \frac{\sqrt{1-|x|^{2}} g(z)}{\sqrt{|z|^{2}-1}|x-z|^{n}} d z \quad \text { if } \quad x \in B_{1}
$$

where $a_{n}=\Gamma\left(\frac{n}{2}\right) \pi^{-\frac{n}{2}-1}$, and $u(x)=g(x)$ in $\mathbb{R}^{n} \backslash B_{1}$. Then $u \in C^{\infty}\left(B_{1}\right) \cap$ $C\left(\overline{B_{1}}\right)$ and it solves

$$
\left\{\begin{align*}
\sqrt{-\Delta} u & =0  \tag{1.6.4}\\
u & =g
\end{align*} \quad \text { in } \quad B_{1} \quad \mathbb{R}^{n} \backslash B_{1} .\right.
$$

Proof. Given $g_{0} \in C_{c}^{\infty}\left(\mathbb{R}^{n} \backslash \overline{B_{1}\left(\boldsymbol{e}_{n}\right)}\right)$. we look for a function $u_{0}$ that satisfies

$$
\left\{\begin{align*}
\sqrt{-\Delta} u_{0} & =0 & \text { in } \quad B_{1}\left(\boldsymbol{e}_{n}\right)  \tag{1.6.5}\\
u_{0} & =g_{0} & \text { in } \quad \mathbb{R}^{n} \backslash B_{1}\left(\boldsymbol{e}_{n}\right) .
\end{align*}\right.
$$

By Lemma 1.6.2, $u_{0}^{*}(x):=|x|^{1-n} u_{0}\left(x^{*}\right)$ would satisfy

$$
\sqrt{-\Delta} u_{0}^{*}(x)=|x|^{-1-n} \sqrt{-\Delta} u_{0}\left(x^{*}\right)=0
$$

for all $x$ such that $x^{*} \in B_{1}\left(\boldsymbol{e}_{n}\right)$. Since $x \mapsto x^{*}$ is an involution, and we can check that $\left(B_{1}\left(e_{n}\right)\right)^{*}=\left\{x_{n}>1 / 2\right\}$, we have that $u_{0}$ satisfying the above equation (1.6.5) is equivalent to $u_{0}^{*}$ satisfying

$$
\left\{\begin{array}{rlll}
\sqrt{-\Delta} u_{0}^{*} & =0 & \text { in } \quad\left\{x_{n}>1 / 2\right\} \\
u_{0}^{*} & =g_{0}^{*} & \text { in } \quad\left\{x_{n} \leq 1 / 2\right\} .
\end{array}\right.
$$

By Proposition 1.6.1 (and Lemma 1.2.5 (i) , we can take:

$$
\begin{aligned}
u_{0}^{*}(x) & =a_{n} \int_{\left\{z \cdot \boldsymbol{e}_{n} \leq 1 / 2\right\}} \frac{\sqrt{x \cdot \boldsymbol{e}_{n}-1 / 2} g_{0}^{*}(z)}{\sqrt{1 / 2-z \cdot \boldsymbol{e}_{n}}|x-z|^{n}} d z \\
& =a_{n} \int_{\mathbb{R}^{n} \backslash B_{1}\left(\boldsymbol{e}_{n}\right)} \frac{\sqrt{x \cdot \boldsymbol{e}_{n}-1 / 2} g_{0}^{*}\left(\zeta^{*}\right)}{\sqrt{1 / 2-\zeta^{*} \cdot \boldsymbol{e}_{n}}\left|x-\zeta^{*}\right|^{n}}|\zeta|^{-2 n} d \zeta
\end{aligned}
$$

where we have used the change of variables $z \mapsto \zeta=z^{*}$. Hence, also recalling (1.6.3), we find that

$$
u_{0}(x)=|x|^{1-n} u_{0}^{*}\left(x^{*}\right)=a_{n} \int_{\mathbb{R}^{n} \backslash B_{1}\left(\boldsymbol{e}_{n}\right)} \frac{\sqrt{x \cdot \boldsymbol{e}_{n}-|x|^{2} / 2} g_{0}(\zeta)}{\sqrt{|\zeta|^{2} / 2-\zeta \cdot \boldsymbol{e}_{n}}|x-\zeta|^{n}} d \zeta
$$

satisfies (1.6.5).

[^1]Observe now, that by translation invariance of the square root of the Laplacian (Lemma 1.2.5-((i))), if we define $u(x)=u_{0}\left(x+\boldsymbol{e}_{n}\right)$ with $g_{0}(y)=$ $g\left(y-\boldsymbol{e}_{n}\right)$, changing variables in the expression above we deduce that

$$
u(x)=a_{n} \int_{\mathbb{R}^{n} \backslash B_{1}} \frac{\sqrt{1-|x|^{2}} g(z)}{\sqrt{|z|^{2}-1}|x-z|^{n}} d z
$$

satisfies $(\sqrt[1.6 .4]{ })$ whenever $g \in C_{c}^{\infty}\left(\mathbb{R}^{n} \backslash \overline{B_{1}}\right)$. By approximation, it also works for any $g \in L_{\omega}^{1}\left(\mathbb{R}^{n}\right)$ that is continuous on $\partial B_{1}$. Here, the continuity on $\partial B_{1}$ ensures that the integral defining $u(x)$ is uniformly bounded in $x$.

Finally, the smoothness of $u$ inside $B_{1}$ is by definition (since the kernel is smooth in $B_{1}$ ), and the continuity of $u$ up to $\partial B_{1}$ holds because

$$
a_{n} \int_{\mathbb{R}^{n} \backslash B_{1}} \frac{\sqrt{1-|x|^{2}}}{\sqrt{|z|^{2}-1}|x-z|^{2}} d z=1
$$

independently of $x \in B_{1}$, so that taking the limit $B_{1} \ni x \rightarrow x_{\circ} \in \partial B_{1}$,

$$
\lim _{B_{1} \ni x \rightarrow x_{\circ}}\left|u(x)-g\left(x_{\circ}\right)\right| \leq \lim _{B_{1} \ni x \rightarrow x_{\circ}} \int_{\mathbb{R}^{n} \backslash B_{1}} a_{n} \frac{\sqrt{1-|x|^{2}}\left|g(z)-g\left(x_{\circ}\right)\right|}{\sqrt{|z|^{2}-1}|x-z|^{2}} d z=0,
$$

by the continuity of $g$ and the fact that the integrand concentrates all the mass around $x_{0}$.

As a corollary, we obtain the unique representation of strong solutions in the unit ball:

Corollary 1.6.4. Let $u \in C_{\text {loc }}^{1, \varepsilon}\left(B_{1}\right) \cap C\left(\overline{B_{1}}\right) \cap L_{\omega}^{1}\left(\mathbb{R}^{n}\right)$ for some $\varepsilon>0$ such that

$$
\sqrt{-\Delta} u=0 \quad \text { in } \quad B_{1} .
$$

Then, u satisfies

$$
u(x)=a_{n} \int_{\mathbb{R}^{n} \backslash B_{1}} \frac{\sqrt{r^{2}-|x|^{2}} u(z)}{\sqrt{|z|^{2}-r^{2}}|x-z|^{n}} d z
$$

for all $x \in B_{1}$.
Proof. If we denote

$$
u_{0}(x)=a_{n} \int_{\mathbb{R}^{n} \backslash B_{r}} \frac{\sqrt{r^{2}-|x|^{2}} u(z)}{\sqrt{|z|^{2}-r^{2}|x-z|^{n}}} d z
$$

for $x \in B_{1}$, and $u_{0}(x)=u(x)$ if $x \in \mathbb{R}^{n} \backslash B_{1}$, then, by Proposition 1.6.3, $u_{0} \in C^{\infty}\left(B_{1}\right) \cap C\left(\overline{B_{1}}\right) \cap L_{\omega}^{1}\left(\mathbb{R}^{n}\right)$ and $\sqrt{-\Delta} u_{0}=0$ in $B_{1}$. The result now follows by the uniqueness of strong solutions, Corollary 1.5.3.

Remark 1.6.5 (Poisson kernel in $B_{r}$ ). By rescaling the Poisson kernel in a ball $B_{1}$ from Proposition 1.6 .3 (see Lemma 1.2.5) we obtain the Poisson kernel in any ball $B_{r}$. That is, the solution of

$$
\left\{\begin{array}{rll}
\sqrt{-\Delta} u=0 & \text { in } & B_{r} \\
u=g & \text { in } & \mathbb{R}^{n} \backslash B_{r}
\end{array}\right.
$$

is given by

$$
u(x)=a_{n} \int_{\mathbb{R}^{n} \backslash B_{r}} \frac{\sqrt{r^{2}-|x|^{2}} g(z)}{\sqrt{|z|^{2}-r^{2}}|x-z|^{n}} d z,
$$

for any $r>0$.
Mean value property. A direct computation for the Laplace operator yields the mean value property,

$$
\Delta u=0 \quad \text { in } \quad \Omega \quad \Longrightarrow \quad u(x)=\int_{\partial B_{r}(x)} u:=\frac{1}{\left|\partial B_{r}\right|} \int_{\partial B_{r}(x)} u
$$

for any $x \in \Omega$, and $B_{r}(x) \subset \subset$. Moreover, integrating in $r$ we also get

$$
u(x)=f_{B_{r}(x)} u:=\frac{1}{\left|B_{r}\right|} \int_{B_{r}(x)} u \quad \text { whenever } \quad B_{r}(x) \subset \Omega .
$$

We obtain the analogy of the mean value property for functions $u$ that satisfy $\sqrt{-\Delta} u=0$ in $\Omega$. Observe that, unsurprisingly, we cannot restrict ourselves to the values of $u$ on $\partial B_{r}$, and we need to take exterior domains instead.

Proposition 1.6.6 (Mean Value Property). Let $\Omega \subset \mathbb{R}^{n}$ be an open domain, and let $u \in C_{\mathrm{loc}}^{1, \varepsilon}(\Omega) \cap L_{\omega}^{1}\left(\mathbb{R}^{n}\right)$ for some $\varepsilon>0$. If $\sqrt{-\Delta} u=0$ in $\Omega$, then for every $B_{r} \subset \subset \Omega$,

$$
u(0)=a_{n} \int_{\mathbb{R}^{n} \backslash B_{r}} \frac{r u(z)}{\sqrt{|z|^{2}-r^{2}}|z|^{n}} d z
$$

Proof. This is a consequence of Remark 1.6.5 and Corollary 1.6.4,
As a corollary, we obtain:
Corollary 1.6.7 (Mean Value Property II). There exists a nonincreasing function $\omega(t):[0,+\infty) \rightarrow[0,+\infty)$ such that if $u \in C_{\mathrm{loc}}^{1, \varepsilon}\left(B_{1}\right) \cap L_{\omega}^{1}\left(\mathbb{R}^{n}\right)$ for some $\varepsilon>0$ satisfies

$$
\sqrt{-\Delta} u=0 \quad \text { in } \quad B_{1}
$$

then

$$
u(0)=\int_{\mathbb{R}^{n}} u(z) \omega(|z|) d z
$$

Moreover,

$$
\begin{equation*}
\frac{C^{-1}}{1+|t|^{n}} \leq \omega(t) \leq \frac{C}{1+|t|^{n+1}} \tag{1.6.6}
\end{equation*}
$$

for some $C$ depending only on $n$.
Proof. By Proposition 1.6.6,
$u(0)=n \int_{0}^{1} r^{n-1} u(0) d r=a_{n} \int_{0}^{1} \int_{|z| \geq r} \frac{r^{n} u(z)}{\sqrt{|z|^{2}-r^{2}}|z|^{n}} d z d r=a_{n} I_{1}+a_{n} I_{2}$,
where
$I_{1}:=\int_{0}^{1} \int_{|z| \geq 1} \frac{r^{n} u(z)}{\sqrt{|z|^{2}-r^{2}}|z|^{n}} d z d r, \quad I_{2}=\int_{|z| \leq 1} \int_{0}^{|z|} \frac{r^{n} u(z)}{\sqrt{|z|^{2}-r^{2}}|z|^{n}} d r d z$.
Now, we compute separately

$$
I_{1}=\int_{|z| \geq 1} \frac{u(z)}{|z|^{n}} \int_{0}^{1} \frac{r^{n}}{\sqrt{|z|^{2}-r^{2}}} d r d z=\int_{|z|>1} u(z) \int_{0}^{\frac{1}{|z|}} \frac{\rho^{n} d \rho}{\sqrt{1-\rho^{2}}} d z
$$

and

$$
I_{2}=\int_{|z| \leq 1} \frac{u(z)}{|z|^{n}} \int_{0}^{|z|} \frac{r^{n}}{\sqrt{|z|^{2}-r^{2}}} d r d z=\int_{0}^{1} \frac{\rho^{n} d \rho}{\sqrt{1-\rho^{2}}} \int_{|z| \leq 1} u(z) d z
$$

Hence, we obtain

$$
\omega(t):=\left\{\begin{array}{lll}
a_{n} \int_{0}^{1} \frac{\rho^{n} d \rho}{\sqrt{1-\rho^{2}}} & \text { if } & 0 \leq t \leq 1 \\
a_{n} \int_{0}^{\frac{1}{t}} \frac{\rho^{n} d \rho}{\sqrt{1-\rho^{2}}} & \text { if } & t \geq 1
\end{array}\right.
$$

from which 1.6.6 follows.
Remark 1.6.8. The analogue for super- and subsolutions of the mean value property also holds. Namely, as a direct consequence of the comparison principle, Corollary 1.5.2, under the hypotheses of Proposition 1.6.6, if we had instead that

$$
\sqrt{-\Delta} u \geq 0 \quad \text { in } \quad \Omega,
$$

then

$$
u(0) \geq a_{n} \int_{\mathbb{R}^{n} \backslash B_{r}} \frac{r u(z)}{\sqrt{|z|^{2}-r^{2}|z|^{n}}} d z,
$$

for every $B_{r} \subset \Omega$.
Hence, repeating the proof of Corollary 1.6.7 in this case we obtain that if

$$
\sqrt{-\Delta} u \geq 0 \quad \text { in } \quad B_{1}
$$

then

$$
u(0) \geq \int_{\mathbb{R}^{n}} u(z) \omega(|z|) d z
$$

where $\omega$ satisfies (1.6.6).

### 1.7. The Harnack inequality

The Harnack inequality is an essential tool in the study of solutions to elliptic PDE. It has many important consequences and generalizations, especially when studying regularity and convergence properties of solutions.

For the Laplacian, it says that the supremum and the infimum of any nonnegative harmonic function are comparable. That is,

$$
\left\{\begin{array}{rll}
u & \geq 0 & \text { in } B_{1}  \tag{1.7.1}\\
\Delta u & =0 & \text { in } B_{1}
\end{array} \quad \Longrightarrow \quad \sup _{B_{1 / 2}} u \leq C \inf _{B_{1 / 2}} u\right.
$$

for some $C$ depending only on $n$.
For the square root of the Laplacian we have an analogous Harnack inequality, but in this case, the nonnegativity condition needs to be imposed in the whole space.
Proposition 1.7.1. Let $u \in C_{\mathrm{loc}}^{1, \varepsilon}\left(B_{1}\right) \cap L_{\omega}^{1}\left(\mathbb{R}^{n}\right)$ for some $\varepsilon>0$ be such that

$$
\left\{\begin{array}{rlll}
u & \geq 0 & \text { in } & \mathbb{R}^{n} \\
\sqrt{-\Delta} u & =0 & \text { in } & B_{1} .
\end{array}\right.
$$

Then,

$$
\begin{equation*}
\sup _{B_{1 / 2}} u \leq C \inf _{B_{1 / 2}} u \tag{1.7.2}
\end{equation*}
$$

for some constant $C$ depending only on $n$.
Proof. Let $\tilde{u}(x, y)$ be the harmonic extension of $u$ given by Theorem 1.3.1, extended evenly to $\mathbb{R}^{n+1}$. Now, since $u \geq 0$, we have $\tilde{u} \geq 0$ as well (it is explicit in terms of the corresponding Poisson kernel, (1.3.1)- (1.3.2)). Moreover, $\partial_{y} \tilde{u}(x, 0)=0$ for all $x \in B_{1}$, and so $\tilde{u}$ is harmonic across $\{y=0\}$ in $B_{1}$ :

$$
\Delta \tilde{u}=0 \quad \text { in } \quad \mathcal{B}_{1},
$$

where $\mathcal{B}_{1} \subset \mathbb{R}^{n+1}$ denotes the unit ball in $\mathbb{R}^{n+1}$. Thus, we can apply the Harnack inequality for harmonic functions, 1.7.1, to deduce

$$
\sup _{B_{1 / 2}} u \leq \sup _{\mathcal{B}_{1 / 2}} \tilde{u} \leq C \inf _{\mathcal{B}_{1 / 2}} \tilde{u} \leq C \inf _{B_{1 / 2}} u,
$$

as we wanted to see.
We can alternatively show the Harnack inequality by proving the two half-Harnack inequalities for super- and subsolutions to the equation.

Proposition 1.7.2 (Half-Harnack for supersolutions). Let $u \in C_{\text {loc }}^{1, \varepsilon}\left(B_{1}\right) \cap$ $L_{\omega}^{1}\left(\mathbb{R}^{n}\right)$ for some $\varepsilon>0$ be such that

$$
\left\{\begin{aligned}
& u \geq 0 \\
& \sqrt{-\Delta} u \text { in } \\
& \mathbb{R}^{n} \\
& \text { in } \\
& B_{1} .
\end{aligned}\right.
$$

Then,

$$
\inf _{B_{1 / 2}} u \geq c \int_{\mathbb{R}^{n}} \frac{u(z)}{1+|z|^{n+1}} d z
$$

for some constant $c$ depending only on $n$.
Proof. It is a direct consequence of Remark 1.6 .8 together with 1.6.6) and the fact that $u \geq 0$.

The second "half-Harnack" is an $L^{\infty}$ bound for subsolutions.
Proposition 1.7.3 (Half-Harnack for subsolutions). Let $u \in C_{\text {loc }}^{1, \varepsilon}\left(B_{1}\right) \cap$ $L_{\omega}^{1}\left(\mathbb{R}^{n}\right)$ for some $\varepsilon>0$ be such that $\sqrt{-\Delta} u \leq 0$ in $B_{1}$. Then,

$$
\sup _{B_{1 / 2}} u \leq C \int_{\mathbb{R}^{n}} \frac{|u(z)|}{1+|z|^{n+1}} d z,
$$

for some constant $C$ depending only on $n$.
Proof. It is a direct consequence of Remark 1.6 .8 applied to $-u$ together with (1.6.6).

By using the previous two results, we obtain an alternative proof of the Harnack inequality:

Second proof of Proposition 1.7.1. The result follows by concatenating Proposition 1.7 .2 and Proposition 1.7.3.

Remark 1.7.4. From this last proof we actually obtain stronger information. Namely, both quantities $\sup _{B_{1 / 2}} u$ and $\inf _{B_{1 / 2}} u$ are actually comparable to $\|u\|_{L_{\omega}^{1}\left(\mathbb{R}^{n}\right)}$, that is,

$$
\frac{1}{C_{2}} \int_{\mathbb{R}^{n}} \frac{u(z)}{1+|z|^{n+1}} d z \leq \sup _{B_{1 / 2}} u \leq C \inf _{B_{1 / 2}} u \leq C_{2} \int_{\mathbb{R}^{n}} \frac{u(z)}{1+|z|^{n+1}} d z
$$

for some $C_{2}$ depending only on $n$.
Remark 1.7.5. In Proposition 1.7.1, the requirement $u \geq 0$ in $\mathbb{R}^{n}$ is necessary in order to achieve the conclusion, contrary to the requirement in 1.7.1, where only nonnegativity in $B_{1}$ was needed. Let us show it through a counterexample:

Let $v$ be the (unique) bounded solution to

$$
\left\{\begin{aligned}
\sqrt{-\Delta} v & =0 & & \text { in } \quad B_{1} \\
v & =\chi_{B_{3} \backslash B_{2}}(x) & & \text { in } \mathbb{R}^{n} \backslash B_{1},
\end{aligned}\right.
$$

where $\chi_{A}(x)$ is the characteristic function of the set $A \subset \mathbb{R}^{n}$. Then, by Proposition 1.6.3,

$$
v(x)=a_{n} \sqrt{1-|x|^{2}} \int_{B_{3} \backslash B_{2}} \frac{d z}{\sqrt{|z|^{2}-1}|x-z|^{n}} .
$$

In particular, $v$ is continuous in $B_{3 / 2}$, and $v \geq 0$ everywhere. Let $0<M:=$ $\max _{B_{1}} v(x)=v\left(x_{\circ}\right)$, which is attained for some $x_{\circ} \in B_{1}$. Moreover, since $\sqrt{-\Delta}(1-v)=0$ in $B_{1}$ and $1-v \geq 0$ in $\mathbb{R}^{n} \backslash B_{1}$, by the strict maximum principle (Lemma 1.5.1) $1-v>0$ in $B_{1}$ and by continuity $(1-v=1$ on $\partial B_{1}$ ) we have that $M<1$.

The function $u:=1-\frac{v}{M}$ satisfies that $\sqrt{-\Delta} u=0$ in $B_{1}, u \geq 0$ in $B_{1}$ (and $u \not \equiv 0$ in $B_{1}$ ), but nonetheless $\inf _{B_{1}} u=u\left(x_{\circ}\right)=0$; and hence, it does not satisfy (1.7.2). In this case, $u \geq 0$ in $B_{3}^{c} \cup B_{2}$, but $u=1-M^{-1}<0$ in $B_{3} \backslash B_{2}$.

This observation is a actually a consequence of a more general fact: any smooth function $f$ in $B_{1}$ can be approximated by functions $\tilde{f}$ satisfying $\sqrt{-\Delta} \tilde{f}=0$ in $B_{1}$. Namely, for any $\varepsilon>0$ there exists $f_{\varepsilon} \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right) \cap L_{\omega}^{1}\left(\mathbb{R}^{n}\right)$ satisfying $\sqrt{-\Delta} f_{\varepsilon}=0$ in $B_{1}$ such that $\left\|f-f_{\varepsilon}\right\|_{L^{\infty}\left(B_{1}\right)} \leq \varepsilon$; see [72, 28]. In particular, any function $u \geq 0$ in $B_{1}$ can be approximated by functions $u_{\varepsilon}$ with $\sqrt{-\Delta} u_{\varepsilon}=0$ in $B_{1}$ (that, in general, might be negative somewhere in $\mathbb{R}^{n} \backslash B_{1}$ ), and thus a "local" Harnack inequality cannot hold.

### 1.8. Interior regularity

Notice that, since $\sqrt{-\Delta}$ is an elliptic operator of order one (see Lemma 1.2.3), we expect solutions to $\sqrt{-\Delta} u=f$ to "gain a derivative" 3 with respect to $f$. The goal of this section is to prove the following a priori interior regularity estimate:

Theorem 1.8.1 (Interior regularity). Let $u \in C^{1, \varepsilon}\left(B_{1}\right) \cap L_{\omega}^{1}\left(\mathbb{R}^{n}\right)$ for some $\varepsilon>0$ satisfy

$$
\sqrt{-\Delta} u=f \quad \text { in } \quad B_{1}
$$

for some $f \in C^{k, \alpha}\left(B_{1}\right)$ with $k \in \mathbb{N}_{0}$ and $\alpha \in(0,1)$. Then, $u \in C_{\text {loc }}^{k+1, \alpha}\left(B_{1}\right)$ and

$$
\|u\|_{C^{k+1, \alpha}\left(B_{1 / 2}\right)} \leq C\left(\|f\|_{C^{k, \alpha}\left(B_{1}\right)}+\|u\|_{L_{\omega}^{1}\left(\mathbb{R}^{n}\right)}\right),
$$

for some $C$ depending only on $n, k$, and $\alpha$.

[^2]Let us first prove two intermediate lemmas, which will then yield Theorem 1.8.1.

The first lemma refers to the interior regularity of functions $u$ satisfying $\sqrt{-\Delta} u=0$ in $B_{1}$, and follows by means of the Poisson kernel representation and the mean value formula:

Lemma 1.8.2. Let $u \in C^{1, \varepsilon}\left(B_{1}\right) \cap L_{\omega}^{1}\left(\mathbb{R}^{n}\right)$ for some $\varepsilon>0$ satisfy

$$
\sqrt{-\Delta} u=0 \quad \text { in } \quad B_{1} .
$$

Then, $u \in C^{\infty}\left(B_{1}\right)$ and

$$
\|u\|_{C^{\nu}\left(B_{1 / 2}\right)} \leq C_{\nu}\|u\|_{L_{\omega}^{1}\left(\mathbb{R}^{n}\right)} \quad \text { for all } \quad \nu \in \mathbb{N}
$$

for some constant $C_{\nu}$ depending only on $n$ and $\nu$.
Proof. By the uniqueness of strong solutions and the Poisson kernel representation in $B_{3 / 4}$ (Corollary 1.6.4 and Remark 1.6.5) we have that

$$
u(x)=a_{n} \int_{\mathbb{R}^{n} \backslash B_{3 / 4}} \frac{\sqrt{9 / 16-|x|^{2}} u(z)}{\sqrt{|z|^{2}-9 / 16}|x-z|^{n}} d z \quad \text { for all } \quad x \in B_{3 / 4} .
$$

In particular, we can differentiate with respect to $x$ under the integral sign and use that

$$
\left|D_{x}^{\nu}\left(\frac{\sqrt{9 / 16-|x|^{2}}}{|x-z|^{n}}\right)\right| \leq \frac{C_{\nu}}{1+|z|^{n}}
$$

for any $x \in B_{1 / 2}, z \in \mathbb{R}^{n} \backslash B_{3 / 4}$, to get

$$
\left|D^{\nu} u(x)\right| \leq C_{\nu} \int_{\mathbb{R}^{n} \backslash B_{5 / 6}} \frac{|u(z)|}{1+|z|^{n+1}} d z+C_{\nu} \int_{B_{5 / 6 \backslash B_{3 / 4}}} \frac{|u(z)|}{\sqrt{|z|-3 / 4}} d z .
$$

We finish by observing that by Proposition 1.7 .3 applied around any point $z \in B_{5 / 6}$ we get

$$
\|u\|_{L^{\infty}\left(B_{5 / 6}\right)} \leq C\|u\|_{L_{\omega}^{1}\left(\mathbb{R}^{n}\right)}
$$

Hence,

$$
\left|D^{\nu} u(x)\right| \leq C_{\nu}\|u\|_{L_{\omega}^{1}\left(\mathbb{R}^{n}\right)}
$$

for all $x \in B_{1 / 2}$, as we wanted to see.
The second intermediate lemma refers to the regularity of global solutions. Observe that, under the hypotheses below, $\sqrt{-\Delta} u=f$ in $\mathbb{R}^{n}$.

Lemma 1.8.3. Let $k \in \mathbb{N}_{0}, \alpha \in(0,1)$, and let $f \in C_{c}^{k, \alpha}\left(B_{2}\right)$. Let

$$
u(x):=\left(K_{1} * f\right)(x)=\int_{\mathbb{R}^{n}} f(y) K_{1}(x-y) d y
$$

where $K_{1}$ is the fundamental solution for $\sqrt{-\Delta}$, 1.4.3). Then $u \in C_{\operatorname{loc}}^{k+1, \alpha}\left(B_{2}\right) \cap$ $L_{\omega}^{1}\left(\mathbb{R}^{n}\right)$ and

$$
\|u\|_{C^{k+1, \alpha}\left(B_{1}\right)}+\|u\|_{L_{\omega}^{1}\left(\mathbb{R}^{n}\right)} \leq C\|f\|_{C^{k, \alpha}\left(B_{2}\right)},
$$

for some $C$ depending only on $n, k$, and $\alpha$.
Proof. We start observing that, since $f$ is compactly supported,

$$
\begin{equation*}
\|u\|_{L^{\infty}\left(B_{1}\right)} \leq C\|f\|_{L^{\infty}\left(B_{2}\right)}, \tag{1.8.1}
\end{equation*}
$$

for some $C$ (due to the local integrability of $K_{1}$ ). More generally, for $n \geq 2$ and since $K_{1}$ is radially decreasing, we have

$$
\|u\|_{L^{\infty}\left(\mathbb{R}^{n}\right)} \leq C\|f\|_{L^{\infty}\left(B_{2}\right)}
$$

If $n=1$, instead, we have

$$
\|u\|_{L^{\infty}\left(B_{R}\right)} \leq C \log (R+1)\|f\|_{L^{\infty}\left(B_{2}\right)} \quad \text { for } \quad R \geq 1
$$

for some $C$ depending only on $n$. In both cases we obtain

$$
\begin{equation*}
\|u\|_{L_{\omega}^{1}\left(\mathbb{R}^{n}\right)} \leq C\|f\|_{L^{\infty}\left(B_{2}\right)} \tag{1.8.2}
\end{equation*}
$$

for some $C$ depending only on $n$.
Let us assume first that $k=0$. We take the gradient under the integral sign and use that

$$
\nabla K_{1}(y)=-C \frac{y}{|y|^{n+1}},
$$

to obtain, for $0 \leq r \leq 1$ fixed,

$$
\nabla u(x)=\int_{B_{r}} \frac{f(x+y)}{|y|^{n+1}} y d y+I^{r}(x)=\int_{B_{r}}(f(x+y)-f(x)) \frac{y d y}{|y|^{n+1}}+I^{r}(x)
$$

where we have used that P.V. $\int_{B_{r}} \frac{y}{|y|^{n+1}} d y=0$ and we have denoted $I^{r}(x)=$ $\left(I_{1}^{r}(x), \ldots, I_{n}^{r}(x)\right)$ with

$$
I_{i}^{r}(x):=\int_{\mathbb{R}^{n} \backslash B_{r}} f(x+y) \frac{y_{i}}{|y|^{n+1}} d y=\int_{\mathbb{R}^{n} \backslash B_{r}(x)} f(z) \frac{z_{i}-x_{i}}{|z-x|^{n+1}} d z
$$

for $i \in\{1, \ldots, n\}$. By the mean value theorem and using that $f \in C_{c}^{0, \alpha}\left(B_{2}\right)$ we get, for any $\bar{x} \in B_{r}$,

$$
\begin{align*}
|\nabla u(\bar{x})-\nabla u(0)| & \leq C\|f\|_{C^{\alpha}\left(B_{2}\right)} \int_{B_{r}}|y|^{-n+\alpha} d y+r\left\|D_{x} I^{r}\right\|_{L^{\infty}\left(B_{r}\right)}  \tag{1.8.3}\\
& \leq C\|f\|_{C^{\alpha}\left(B_{2}\right)} r^{\alpha}+r\left\|D_{x} I^{r}\right\|_{L^{\infty}\left(B_{r}\right)} .
\end{align*}
$$

Moreover,

$$
\partial_{x_{i}} I_{j}^{r}(\bar{x})=-\int_{\mathbb{R}^{n} \backslash B_{r}} f(\bar{x}+z) \partial_{z_{i}}\left(\frac{z_{j}}{|z|^{n+1}}\right) d z-\int_{\partial B_{r}} f(\bar{x}+z) \frac{z_{i} z_{j}}{r^{n+2}} d z
$$

We can now use that

$$
\frac{1}{r^{n+2}} \int_{\partial B_{r}} z_{i} z_{j} d z=-\int_{\mathbb{R}^{n} \backslash B_{r}} \partial_{z_{i}}\left(\frac{z_{j}}{|z|^{n+1}}\right)
$$

(which is equal to zero if $i \neq j$ ) to rewrite it as

$$
\begin{aligned}
-\partial_{x_{i}} I_{j}^{r}(\bar{x})= & \int_{\mathbb{R}^{n} \backslash B_{r}}(f(\bar{x}+z)-f(\bar{x})) \partial_{z_{i}}\left(\frac{z_{j}}{|z|^{n+1}}\right) d z \\
& +\int_{\partial B_{r}}(f(\bar{x}+z)-f(\bar{x})) \frac{z_{i} z_{j}}{r^{n+2}} d z
\end{aligned}
$$

and bound it, using $f \in C^{0, \alpha}\left(B_{2}\right)$, by

$$
\begin{aligned}
\left\|D_{x} I^{r}\right\|_{L^{\infty}\left(B_{r}\right)} & \leq C\|f\|_{C^{\alpha}\left(B_{2}\right)}\left(\int_{\mathbb{R}^{n} \backslash B_{r}}|z|^{-n-1+\alpha} d z+\frac{1}{r^{n+2}} \int_{\partial B_{r}}|z|^{2+\alpha} d z\right) \\
& \leq C r^{\alpha-1}\|f\|_{C^{\alpha}\left(B_{2}\right)} .
\end{aligned}
$$

Hence, from (1.8.3) we get

$$
|\nabla u(x)-\nabla u(0)| \leq C\|f\|_{C^{\alpha}\left(B_{2}\right)} r^{\alpha}, \quad \text { for all } \quad x \in B_{r} .
$$

Since we can repeat the argument in any ball $B_{r}\left(x_{\circ}\right)$ with $x_{\circ} \in B_{1}$, we obtain

$$
[\nabla u]_{C^{\alpha}\left(B_{1}\right)} \leq C\|f\|_{C^{\alpha}\left(B_{2}\right)}
$$

Finally, when $k \geq 1$, we notice that

$$
D^{k} u(x)=\left(K_{1} * D^{k} f\right)(x)
$$

and $D^{k} f \in C_{c}^{\alpha}\left(B_{2}\right)$, so that by the previous estimate we have

$$
\left[D^{k+1} u\right]_{C^{\alpha}\left(B_{1}\right)} \leq C\left\|D^{k} f\right\|_{C^{\alpha}\left(B_{2}\right)}
$$

Together with (1.8.1) and (1.8.2) we get the desired result.
Combining the previous two lemmas, we obtain the proof of the interior regularity in Theorem 1.8.1;

Proof of Theorem 1.8.1. Let $\tilde{f}$ be a globally defined $C^{k, \alpha}$ extension of $f$; namely, $\tilde{f} \in C_{c}^{k, \alpha}\left(B_{2}\right)$ such that $\tilde{f}=f$ in $B_{1}$ and

$$
\|\tilde{f}\|_{C^{k, \alpha}\left(\mathbb{R}^{n}\right)} \leq C\|f\|_{C^{k, \alpha}\left(B_{1}\right)}
$$

Let us define $w_{1}:=K_{1} * \tilde{f}$ so that, thanks to the fundamental solution representation from Lemma 1.4.2 (and an approximation argument), we have that $\sqrt{-\Delta} w_{1}=\tilde{f}$ in $\mathbb{R}^{n}$. Then, by Lemma 1.8.3) we have

$$
\begin{equation*}
\left\|w_{1}\right\|_{C^{k+1, \alpha}\left(B_{1}\right)} \leq C\|\tilde{f}\|_{C^{k, \alpha}\left(\mathbb{R}^{n}\right)} \leq C\|f\|_{C^{k, \alpha}\left(B_{1}\right)} \tag{1.8.4}
\end{equation*}
$$

for some $C$ depending only on $n, k$, and $\alpha$.

On the other hand, we define $w_{2}:=u-w_{1} \in C^{1, \alpha_{\circ}}\left(B_{1}\right)$ where $\alpha_{\circ}=$ $\min \{\varepsilon, \alpha\}$ and (by Lemma 1.8.3)

$$
\left\|w_{2}\right\|_{L_{\omega}^{1}\left(\mathbb{R}^{n}\right)} \leq\|u\|_{L_{\omega}^{1}\left(\mathbb{R}^{n}\right)}+\left\|w_{1}\right\|_{L_{\omega}^{1}\left(\mathbb{R}^{n}\right)} \leq\|u\|_{L_{\omega}^{1}\left(\mathbb{R}^{n}\right)}+C\|f\|_{C^{k, \alpha}\left(B_{1}\right)}
$$

Notice that $\sqrt{-\Delta} w_{2}=0$ in $B_{1}$ so that, by Lemma 1.8.2 $w_{2} \in C^{\infty}\left(B_{1}\right)$ and

$$
\begin{equation*}
\left\|w_{2}\right\|_{C^{\nu}\left(B_{1 / 2}\right)} \leq C_{\nu}\left\|w_{2}\right\|_{L_{\omega}^{1}\left(\mathbb{R}^{n}\right)} \leq C_{\nu}\left(\|u\|_{L_{\omega}^{1}\left(\mathbb{R}^{n}\right)}+\|f\|_{C^{k, \alpha}\left(B_{1}\right)}\right) \tag{1.8.5}
\end{equation*}
$$

for any $\nu \in \mathbb{N}$ and for some constant $C_{\nu}$ depending only on $\nu$ and $n$. Combining (1.8.4)-(1.8.5) and taking $\nu=k+2$ we get

$$
\begin{aligned}
\|u\|_{C^{k+1, \alpha}\left(B_{1 / 2}\right)} & \leq\left\|w_{1}\right\|_{C^{k+1, \alpha}\left(B_{1}\right)}+\left\|w_{2}\right\|_{C^{\nu}\left(B_{1 / 2}\right)} \\
& \leq C\left(\|u\|_{L_{\omega}^{1}\left(\mathbb{R}^{n}\right)}+C\|f\|_{C^{k, \alpha}\left(B_{1}\right)}\right)
\end{aligned}
$$

for some $C$ depending only on $n, k$, and $\alpha$, as wanted.

### 1.9. Some explicit solutions

Let us give some explicit solutions. In the following statements, we denote by $t_{+}:=\max \{t, 0\}$ the positive part of any number $t \in \mathbb{R}$.

We first construct half-space solutions (see Figure 1.9.1).
Proposition 1.9.1. The function $v: \mathbb{R} \rightarrow \mathbb{R}$ defined as

$$
v(x)=\sqrt{x_{+}}
$$

satisfies

$$
\sqrt{-\Delta} v=0 \quad \text { in } \quad\{x>0\} .
$$

More generally, the function $u: \mathbb{R}^{n} \rightarrow \mathbb{R}$ defined as $u(x)=\sqrt{(x \cdot \boldsymbol{e})_{+}}$for $\boldsymbol{e} \in \mathbb{S}^{n-1}$ fixed, satisfies $\sqrt{-\Delta} u=0$ in $\{x \cdot \boldsymbol{e}>0\}$.

Proof. We use the extension, Theorem 1.3.1, Observe that the extension of $v$ towards $\mathbb{R}^{2} \cong \mathbb{C}$ is given by $\tilde{v}(x, y)=\operatorname{Re}\left(z^{\frac{1}{2}}\right)$, with $z=x+i y$ and where $z^{\frac{1}{2}}$ is the principal square root of $z$, using the nonpositive real axis as branch cut. Alternatively, in polar coordinates $x=r \cos (\theta)$ and $y=r \sin (\theta)$, we have $\tilde{v}=r^{\frac{1}{2}} \cos \left(\frac{\theta}{2}\right)$, with $r>0$ and $-\pi<\theta<\pi$. Then, since $\left.\partial_{\theta}\right|_{\theta=0} \tilde{v}=0$, we get that $\sqrt{-\Delta} v(x)=-\left.\partial_{y}\right|_{y=0} \tilde{v}(x, y)=0$ when $x>0$, as we wanted to see.

To see the result in $\mathbb{R}^{n}$ we just need to realize that the harmonic extension of $u(x)$ in this case is given by $\tilde{v}(x \cdot \boldsymbol{e}, y)$.

In the second construction (and its corollary) we present solutions in a ball, with constant right-hand side and zero exterior condition. We start with the one-dimensional solution:


Figure 1.9.1. Graphical representation of the solutions $v$ and $u$ from Proposition 1.9.1 They are not differentiable at $x_{1}=0$.

Proposition 1.9.2. The function $v: \mathbb{R} \rightarrow \mathbb{R}$ defined as

$$
v(x)=\sqrt{\left(1-x^{2}\right)_{+}}
$$

satisfies

$$
\sqrt{-\Delta} v=1 \quad \text { in } \quad|x|<1
$$

Proof. We can search for the extension towards $\mathbb{R}^{2} \cong \mathbb{C}$ of $v$. In this case, it is given by ${ }^{4}$

$$
\tilde{v}(x, y)=\operatorname{Re}\left(\sqrt{1-z^{2}}+i z\right)=\operatorname{Re}\left(\sqrt{1-z^{2}}\right)-y
$$

where again we take the principal square root. Observe that the branch cut is now $\{|z| \geq 1: z=\bar{z}\}$, that is, real numbers with modulus greater or equal than 1.

Using that $\operatorname{Re}\left(\sqrt{1-z^{2}}\right)$ is even with respect to the real axis in $B_{1}$, we get

$$
\sqrt{-\Delta} v(x)=-\left.\partial_{y}\right|_{y=0} \tilde{v}(x, y)=1 \quad \text { for } \quad-1<x<1,
$$

[^3]

Figure 1.9.2. Graphical representation of the solutions $v$ and $u$ from Proposition 1.9 .2 and Corollary 1.9.3
as we wanted to see.
Using polar coordinates, we find the corresponding solution in $\mathbb{R}^{n}$ (see Figure 1.9 .2 for a graphical representation of the solutions):

Corollary 1.9.3. The function $u: \mathbb{R}^{n} \rightarrow \mathbb{R}$ defined as $u(x)=\sqrt{\left(1-|x|^{2}\right)_{+}}$ satisfies

$$
\sqrt{-\Delta} u=q_{n} \quad \text { in } \quad B_{1}, \quad \text { with } \quad q_{n}:=\sqrt{\pi} \frac{\Gamma\left(\frac{n+1}{2}\right)}{\Gamma\left(\frac{n}{2}\right)} .
$$

Proof. We use the result in Proposition 1.9.2. We observe that in $\mathbb{R}^{n}$ we can write

$$
\begin{aligned}
\sqrt{-\Delta} u(x) & =c_{n} \text { P.V. } \int_{\mathbb{R}^{n}} \frac{u(x)-u(x+y)}{|y|^{n+1}} d y \\
& =\frac{c_{n}}{2} \int_{\mathbb{S}^{n-1}} \text { P.V. } \int_{\mathbb{R}} \frac{u(x)-u(x+\rho \theta)}{\rho^{2}} d \rho d \theta .
\end{aligned}
$$

If we define $w_{x, \theta}=w_{x, \theta}(\rho): \mathbb{R} \rightarrow \mathbb{R}$ as

$$
w_{x, \theta}(\rho):=u(x+\rho \theta),
$$

then

$$
c_{1} \text { P.V. } \int_{\mathbb{R}} \frac{u(x)-u(x+\rho \theta)}{|\rho|^{2}} d \rho=\sqrt{-\Delta} w_{x, \theta}(0) .
$$

Finally, we notice

$$
w_{x, \theta}(\rho)=A_{x, \theta} v\left(\frac{\rho+B_{x, \theta}}{A_{x, \theta}}\right), \quad A_{x, \theta}=\sqrt{1+(x \cdot \theta)^{2}-|x|^{2}}, \quad B_{x, \theta}=x \cdot \theta,
$$

so that

$$
\sqrt{-\Delta} w_{x, \theta}(0)=(\sqrt{-\Delta} v)\left(\frac{B_{x, \theta}}{A_{x, \theta}}\right)=1
$$

by the 1-dimensional computation, whenever $\left|B_{x, \theta}\right|<A_{x, \theta}$, i.e., $|x|^{2}<1$. Thus,

$$
\sqrt{-\Delta} u(x)=\frac{c_{n}}{2 c_{1}}\left|\mathbb{S}^{n-1}\right|=\sqrt{\pi} \frac{\Gamma\left(\frac{n+1}{2}\right)}{\Gamma\left(\frac{n}{2}\right)} \quad \text { in } \quad B_{1},
$$

as claimed.

### 1.10. The fractional Laplacian

The square root of the Laplacian is a particular instance of a more general class of nonlocal operators: the fractional Laplacian, denoted $(-\Delta)^{s}$ for $s \in(0,1)$, which is an operator of order $2 s$. In this section we extend the properties introduced for $\sqrt{-\Delta}$ in Sections 1.31 .9 to the context of the fractional Laplacian $(-\Delta)^{s}$; we refer to [2, 28, [58, 112, 176] for further properties and results.

We start with the definition. When acting on a smooth function $u \in$ $C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$, we define the fractional Laplacian $(-\Delta)^{s}$ as follows:

$$
\begin{align*}
(-\Delta)^{s} u(x) & :=c_{n, s} \text { P.V. } \int_{\mathbb{R}^{n}} \frac{u(x)-u(x+y)}{|y|^{n+2 s}} d y  \tag{1.10.1}\\
& =c_{n, s} \text { P.V. } \int_{\mathbb{R}^{n}} \frac{u(x)-u(z)}{|x-z|^{n+2 s}} d z,
\end{align*}
$$

where

$$
\begin{equation*}
c_{n, s}:=2^{2 s} s \frac{\Gamma\left(\frac{n+2 s}{2}\right)}{\Gamma(1-s)} \pi^{-\frac{n}{2}} . \tag{1.10.2}
\end{equation*}
$$

As for the square root of the Laplacian $\left(s=\frac{1}{2}\right)$, due to concerns on integrability at the origin (when $s \geq \frac{1}{2}$ ), we use the Principal Value of the integral. We also have the alternative definition that takes advantage of the symmetry of the kernel to obtain an expression with second order incremental quotients (that no longer needs P.V.):

$$
(-\Delta)^{s} u(x)=\frac{c_{n, s}}{2} \int_{\mathbb{R}^{n}} \frac{2 u(x)-u(x+y)-u(x-y)}{|y|^{n+2 s}} d y .
$$

Exactly as for $\sqrt{-\Delta}$, if one assumes $u \in C^{2}\left(\mathbb{R}^{n}\right) \cap L^{\infty}\left(\mathbb{R}^{n}\right)$ then we can evaluate $(-\Delta)^{s} u$. In general, though, it is enough to require as global assumption integrability of $u$ against the appropriate weight:

Definition 1.10.1. We say that $w \in L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ if

$$
\|w\|_{L_{\omega_{s}}\left(\mathbb{R}^{n}\right)}:=\int_{\mathbb{R}^{n}} \frac{|w(y)|}{1+|y|^{n+2 s}} d y<+\infty
$$

If we want to evaluate $(-\Delta)^{s} u$ pointwise at $x \in \mathbb{R}^{n}$, it is enough for $u$ to be $C^{2 s+\alpha}$ around $x$, for some $\alpha>0$. From now on, we use the convention that if $\beta=k+\alpha$ for some $k \in \mathbb{N}_{0}, \alpha \in(0,1)$, then $C^{\beta}:=C^{k, \alpha}$ (see Appendix A).

Lemma 1.10.2. Let $s \in(0,1)$, let $\alpha>0$ with $\alpha \notin \mathbb{N}$, and let $u \in$ $C^{2 s+\alpha}\left(B_{1}\right) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$. Then $(-\Delta)^{s} u$ is well-defined in $B_{1}$ and $(-\Delta)^{s} u \in$ $C_{\text {loc }}^{\alpha}\left(B_{1}\right)$, with

$$
\left\|(-\Delta)^{s} u\right\|_{C^{\alpha}\left(B_{1 / 2}\right)} \leq C\left(\|u\|_{C^{2 s+\alpha}\left(B_{1}\right)}+\|u\|_{L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)}\right)
$$

for some $C$ depending only on $n$, $s$, and $\alpha$.
Proof. It is a small modification of the proof of Lemma 1.2 .3 (cf. the proof of Lemma 2.2 .6 as well, in a more general context).

The operator $(-\Delta)^{s}$ is also positive definite, and the set of invariances for $(-\Delta)^{s}$ is the same as for $\sqrt{-\Delta}$, except that now the 1-homogeneity becomes $2 s$-homogeneity:
Lemma 1.10.3. Let $u \in C_{\text {loc }}^{2 s+\varepsilon}\left(\mathbb{R}^{n}\right) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ for some $\varepsilon>0$. Then, the following properties hold for all $x \in \mathbb{R}^{n}$,
(i) Translation invariance:

$$
(-\Delta)^{s}\left[u\left(x+x_{\circ}\right)\right]=\left((-\Delta)^{s} u\right)\left(x+x_{\circ}\right)
$$

for any $x_{\circ} \in \mathbb{R}^{n}$.
(ii) Rotation invariance:

$$
(-\Delta)^{s}[u(O x)]=\left((-\Delta)^{s} u\right)(O x)
$$

for any $O \in \mathcal{O}(n)$ orthogonal transformation.
(iii) Scale invariance:

$$
(-\Delta)^{s}[u(\lambda x)]=|\lambda|^{2 s}\left((-\Delta)^{s} u\right)(\lambda x)
$$

for any $\lambda \in \mathbb{R}$.
Finally, as for the square root of the Laplacian, the previous invariances actually characterize the operator:
Lemma 1.10.4. Let $L: \mathcal{S} \rightarrow \mathcal{S}$ be an operator satisfying properties (i)(ii) (iii) from Lemma 1.10.3. Then, there exists a constant $\kappa \in \mathbb{R}$ such that $L=\kappa(-\Delta)^{s}$.

The proofs of the previous results are analogous to those of Lemmas 1.2.5 and 1.2.6.

Remark 1.10.5. The constant in the definition of $(-\Delta)^{s}, \sqrt{1.10 .2}$, is chosen so that the Fourier multiplier of $(-\Delta)^{s}$ is $|\xi|^{2 s}$ (see, for example, $\mathbf{7 0}$, Proposition 3.3], or Example 2.1.11 in Section 2.1).

Remark 1.10.6 (Semigroup property). In fact, thanks to the previous remark, we observe that the fractional Laplacian satisfies the semigroup property:

$$
(-\Delta)^{s} \circ(-\Delta)^{t}=(-\Delta)^{s+t}
$$

for any $s, t \in(0,1]$ with $s+t \leq 1$.
The $a$-harmonic extension. For the fractional Laplacian, $(-\Delta)^{s}$, there is an analogue to the harmonic extension introduced in Section 1.3 . In the PDE community, such an extension is known as the Caffarelli-Silvestre extension, since Caffarelli and Silvestre introduced its use in the context of the fractional Laplacian in [42. Before that, it had been discovered in dimension $n=1$ by Spitzer in [213] (when $s=\frac{1}{2}$ ) and Molchanov-Ostrovskii in 175 (when $s \in(0,1)$ ), from a probabilistic perspective.

In this case, we deal with the local operator $L_{a}$ defined for functions $w=w(x, y): \mathbb{R}^{n} \times \mathbb{R}_{+}$as
(1.10.3) $L_{a} w:=\Delta_{x} w+\frac{a}{y} \partial_{y} w+\partial_{y y} w=y^{-a} \operatorname{div}_{x, y}\left(y^{a} \nabla_{x, y} w\right), \quad a \in(-1,1)$.

Observe that $L_{0} \equiv \Delta$. Operators of the form $L_{a}$ with $a \in(-1,1)$ are degenerate elliptic operators, that in its variational form have associated a Muckenhoupt weight $A_{2}$. Many of the properties that hold for $\Delta$ also hold for this more general class of operators, see $91,90,133,150$.

The analogue of Theorem 1.3.1 in the context of the fractional Laplacian $(-\Delta)^{s}$ is the following. We refer to [42, 28, 216, 110 .

Theorem 1.10.7. Let $s \in(0,1)$ and let $a:=1-2 s \in(-1,1)$. Let $u \in$ $C_{\text {loc }}^{2 s+\varepsilon}\left(B_{1}\right) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ for some $\varepsilon>0$, and let $\tilde{u}: \mathbb{R}^{n+1} \cap\{y>0\} \rightarrow \mathbb{R}$ be the unique solution to

$$
\left\{\begin{array}{rlrl}
L_{a} \tilde{u} & =0 & & \text { in } \quad\{y>0\}  \tag{1.10.4}\\
\tilde{u}(x, 0) & =u(x) & & \text { for } \\
x \in \mathbb{R}^{n}
\end{array}\right.
$$

with sublinear growth at infinity, given by the Poisson kernel representation (1.10.6)-(1.10.7). Then,
$(-\Delta)^{s} u(x)=-d_{s} \lim _{y \downarrow 0} y^{a} \partial_{y} \tilde{u}(x, y), \quad$ for any $x \in B_{1}, \quad d_{s}:=2^{2 s-1} \frac{\Gamma(s)}{\Gamma(1-s)}$,
where $(-\Delta)^{s}$ is given by 1.10.1).

That is, we recover the fractional Laplacian $(-\Delta)^{s}$ by taking the $a$ harmonic extension towards one more dimension (i.e., the extension $\tilde{u}$ satisfying $L_{a} \tilde{u}$ with $L_{a}$ given by (1.10.3) and $a=1-2 s$ ), and then taking a "fractional derivative" at $y=0$, up to a constant, $-d_{s} \lim _{y \downarrow 0} y^{a} \partial_{y} \tilde{u}$. As already observed, the operator $L_{a}$ is degenerate elliptic as $y \downarrow 0$; nonetheless, it retains many of the properties of the Laplacian.

A recurrent heuristic intuition that it is often useful to guess formulas for the operator $L_{a}$ is interpreting the expression 1.10 .3 as the "Laplacian" of a function $u(x, y): \mathbb{R}^{n} \times \mathbb{R}^{1+a} \rightarrow \mathbb{R}$ that is "radial" in the last $1+a$ coordinates, namely, $u(x, y)=\tilde{u}(x,|y|)$ with $\tilde{u}: \mathbb{R}^{n} \times \mathbb{R} \rightarrow \mathbb{R}$. Whenever $a \in \mathbb{N}_{0}$, this intuition is exactly true, but for other noninteger values of $a$ only the expression 1.10.3) retains its sense. Two such examples are as follows:

- The fundamental solution for the operator $L_{a}$ in $\mathbb{R}^{n+1}$ is given by

$$
\begin{equation*}
K_{a}(x, y)=C_{n, a}^{(K)}|(x, y)|^{1-a-n} \tag{1.10.5}
\end{equation*}
$$

for some constant $C_{n, a}^{(K)}$ depending only on $n$ and $a$ (cf. 1.4.2).

- The solution to $(1.10 .4)$ is also given in terms of $u$ by means of the Poisson kernel (cf. (1.3.1)-11.3.2)):

$$
\begin{equation*}
\tilde{u}(x, y)=\left[P_{a}(\cdot, y) * u\right](x):=\int_{\mathbb{R}^{n}} P_{a}(x-z, y) u(z) d z \tag{1.10.6}
\end{equation*}
$$

where $P_{a}(x, y)$ is the Poisson kernel of an upper half-space for the operator $L_{a}$,

$$
\begin{equation*}
P_{a}(x, y)=C_{n, a}^{(P)} \frac{y^{1-a}}{\left(|x|^{2}+y^{2}\right)^{\frac{n+1-a}{2}}} \tag{1.10.7}
\end{equation*}
$$

for some constant $C_{n, a}^{(P)}$ depending only on $n$ and $a$.
Maximum principle. Super- and subsolutions to the equation $(-\Delta)^{s} u=$ 0 also satisfy a maximum principle and a comparison principle. The proof is exactly the same as the one of Lemma 1.5.1.

Lemma 1.10.8 (Maximum Principle). Let $\Omega \subset \mathbb{R}^{n}$ be a bounded open set, and let $u \in C_{\mathrm{loc}}^{2 s+\varepsilon}(\Omega) \cap C(\bar{\Omega}) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ for some $\varepsilon>0$. Let us assume that

$$
\left\{\begin{aligned}
(-\Delta)^{s} u & \geq 0 \\
u & \text { in } \quad \Omega \\
u & \text { in } \mathbb{R}^{n} \backslash \Omega
\end{aligned}\right.
$$

Then $u \geq 0$ in $\mathbb{R}^{n}$. Moreover, either $u>0$ in $\Omega$ or $u \equiv 0$ in $\mathbb{R}^{n}$.
As a consequence, we also have a comparison principle (cf. Corollary 1.5.2) and the uniqueness of strong solutions (cf. Corollary 1.5.3).

Fundamental solution. The fundamental solution for the fractional Laplacian, denoted $K_{2 s}$, is given by

$$
\begin{equation*}
K_{2 s}(x):=\kappa_{2 s, n}|x|^{2 s-n}, \quad \text { with } \quad \kappa_{2 s, n}=2^{-2 s} \frac{\Gamma\left(\frac{n-2 s}{2}\right)}{\Gamma(s)} \pi^{-\frac{n}{2}}, \tag{1.10.8}
\end{equation*}
$$

whenever $n \neq 2 s$. For $n=2 s=1$, it is 1.4.3).
Lemma 1.10.9 (Fundamental solution). Let $f \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$, and let $K_{2 s}$ be given by 1.10.8). Then

$$
(-\Delta)^{s}\left(K_{2 s} * f\right)=f \quad \text { in } \quad \mathbb{R}^{n}
$$

The previous lemma follows from 1.10.5 by means of the extension theorem, Theorem 1.10.7. For the value of the constant see, for example, [27.

Poisson kernel in a ball and mean value property. The Poisson kernel in a ball in this case is the following. We refer to [27] or [161] for a proof of this result.

Proposition 1.10.10 (Poisson kernel in a ball). Let $s \in(0,1)$, and let $g \in L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ be such that $g$ is continuous on $\partial B_{1}$. Let $u$ be defined as

$$
u(x)=a_{n, s} \int_{\mathbb{R}^{n} \backslash B_{1}} \frac{\left(1-|x|^{2}\right)^{s} g(z)}{\left(|z|^{2}-1\right)^{s}|x-z|^{n}} d z \quad \text { if } \quad x \in B_{1}
$$

where $a_{n, s}=\Gamma\left(\frac{n}{2}\right) \pi^{-\frac{n}{2}-1} \sin (\pi s)$, and $u(x)=g(x)$ in $\mathbb{R}^{n} \backslash B_{1}$. Then $u \in$ $C^{\infty}\left(B_{1}\right) \cap C\left(\overline{B_{1}}\right)$ and it solves

$$
\left\{\begin{array}{rlll}
(-\Delta)^{s} u & =0 & \text { in } & B_{1} \\
u & =g & \text { in } & \mathbb{R}^{n} \backslash B_{1} .
\end{array}\right.
$$

From the Poisson kernel in a ball, as in the case $s=\frac{1}{2}$, we can derive the corresponding mean value property for $(-\Delta)^{s}$ :
Proposition 1.10.11 (Mean value property). Let $s \in(0,1)$. Let $u \in$ $C_{\mathrm{loc}}^{2 s+\varepsilon}\left(B_{1}\right) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ for some $\varepsilon>0$, and assume that $(-\Delta)^{s} u=0$ in $B_{1}$. Then, for any $r \in(0,1)$,

$$
u(0)=a_{n, s} \int_{\mathbb{R}^{n} \backslash B_{r}} \frac{r^{2 s} u(z)}{\left(|z|^{2}-r^{2}\right)^{s}|z|^{n}} d z .
$$

Moreover, there exists a nonincreasing function $\omega_{s}(t):[0,+\infty) \rightarrow[0,+\infty)$ such that

$$
u(0)=\int_{\mathbb{R}^{n}} u(z) \omega_{s}(|z|) d z
$$

with

$$
\begin{equation*}
\frac{C^{-1}}{1+|t|^{n+2 s}} \leq \omega_{s}(t) \leq \frac{C}{1+|t|^{n+2 s}} \tag{1.10.9}
\end{equation*}
$$

for some $C$ depending only on $n$ and $s$.
Proof. The first part is an immediate consequence of the rescaled version of Proposition 1.10 .10 (cf. Remark 1.6.5). For the second part, we can proceed exactly as in Corollary 1.6.7 to obtain

$$
\omega_{s}(t):=\left\{\begin{array}{lll}
a_{n, s} \int_{0_{1}}^{1} \rho^{n+2 s-1}\left(1-\rho^{2}\right)^{-s} d \rho & \text { if } & 0 \leq t \leq 1, \\
a_{n, s} \int_{0}^{t} \rho^{n+2 s-1}\left(1-\rho^{2}\right)^{-s} d \rho & \text { if } & t \geq 1,
\end{array}\right.
$$

from which 1.10.9) follows.
The Harnack inequality. As a consequence of the mean value property, we deduce the Harnack inequality.

Proposition 1.10.12. Let $s \in(0,1)$, and let $u \in C^{2 s+\varepsilon}\left(B_{1}\right) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ for some $\varepsilon>0$ be such that

$$
\left\{\begin{aligned}
u & \geq 0 \\
(-\Delta)^{s} u & =0
\end{aligned} \quad \text { in } \mathbb{R}^{n} . \quad \text { in } \quad B_{1} .\right.
$$

Then,

$$
\sup _{B_{1 / 2}} u \leq C \inf _{B_{1 / 2}} u
$$

for some constant $C$ depending only on $n$ and $s$. Moreover, both quantities $\sup _{B_{1 / 2}} u$ and $\inf _{B_{1 / 2}} u$ are comparable to $\|u\|_{L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)}$.

Proof. The proof is the same as the second proof of Proposition 1.7.1 using Proposition 1.10.11.

Interior regularity. Concerning the interior regularity of solutions, we have the following result. Notice that, since $(-\Delta)^{s}$ is an elliptic operator of order $2 s$ (see Lemmas 1.10 .2 and 1.10.3), we expect solutions of $(-\Delta)^{s} u=f$ to "gain $2 s$ derivatives" with respect to $f$.

Theorem 1.10.13 (Interior regularity for $\left.(-\Delta)^{s}\right)$. Let $s \in(0,1)$, and let $u \in C^{2 s+\varepsilon}\left(B_{1}\right) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ for some $\varepsilon>0$ satisfy

$$
(-\Delta)^{s} u=f \quad \text { in } \quad B_{1}
$$

for some $f \in C^{\alpha}\left(B_{1}\right)$ with $\alpha>0$ and $\alpha+2 s \notin \mathbb{N}$. Then, $u \in C_{\text {loc }}^{\alpha+2 s}\left(B_{1}\right)$ and

$$
\|u\|_{C^{\alpha+2 s}\left(B_{1 / 2}\right)} \leq C\left(\|f\|_{C^{\alpha}\left(B_{1}\right)}+\|u\|_{L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)}\right)
$$

for some $C$ depending only on $\alpha, s$, and $n$.
The proof of this result is a small modification of that of Theorem 1.8.1.

Some explicit solutions. For the fractional Laplacian, we also have some explicit solutions. The first one is an explicit solution which will play an important role in Section 2.6.
Proposition 1.10.14. Let $s \in(0,1)$. The function $u: \mathbb{R}^{n} \rightarrow \mathbb{R}$ defined as

$$
u(x)=(x \cdot \boldsymbol{e})_{+}^{s}
$$

for $\boldsymbol{e} \in \mathbb{S}^{n-1}$ fixed satisfies

$$
(-\Delta)^{s} u=0 \quad \text { in } \quad\{x \cdot \boldsymbol{e}>0\} .
$$

Proof. As in the proof of Proposition 1.9.1, we can look for the extension when $n=1$ for $v(x)=\left(x_{+}\right)^{s}$, which in this case is (in polar coordinates $(r, \theta) \in[0, \infty) \times(-\pi, \pi)):$

$$
\tilde{v}(r, \theta)=r^{s}[\cos (\theta / 2)]^{2 s} .
$$

Then $\tilde{v}$ satisfies $\operatorname{div}\left(y^{a} \nabla u\right)=0$ in $\{y>0\}$. Since $\left.\partial_{\theta}\right|_{\theta=0} \tilde{v}=0$, by Theorem 1.10 .7 we get that $(-\Delta)^{s} v=0$ when $x>0$.

The result in $\mathbb{R}^{n}$ now follows as in Proposition 1.9.1.
The second one, is a solution in the unit ball.
Proposition 1.10.15. Let $s \in(0,1)$. The function $u: \mathbb{R}^{n} \rightarrow \mathbb{R}$ defined as

$$
u(x)=\left(1-|x|^{2}\right)_{+}^{s}
$$

satisfies

$$
(-\Delta)^{s} u=q_{n, s} \quad \text { in } \quad B_{1}, \quad \text { with } \quad q_{n, s}:=2^{2 s} \Gamma(1+s) \frac{\Gamma\left(\frac{n+2 s}{2}\right)}{\Gamma\left(\frac{n}{2}\right)} .
$$

Proof. In dimension $n=1$ this is a (nontrivial) computation, which can be performed explicitly (done, for example, in [117]; see also [28, 80]). In dimensions $n \geq 2$, we can proceed in polar coordinates as in the proof of Corollary 1.9.3.

Classification of 1D solutions. Let us finish this section with the following classification result, that will be useful later on in the study of the higher-order boundary regularity of solutions.
Theorem 1.10.16. Let $s \in(0,1)$, and let $u \in C(\mathbb{R}) \cap C^{\infty}((0, \infty))$ satisfy

$$
\left\{\begin{aligned}
|u(x)| & \leq C\left(1+|x|^{2 s-\varepsilon}\right) & & \text { in } \mathbb{R} \\
(-\Delta)^{s} u & =0 & & \text { in }(0, \infty) \\
u & =0 & & \text { in }(-\infty, 0]
\end{aligned}\right.
$$

for some $C$ and $\varepsilon>0$. Then,

$$
u(x)=\kappa\left(x_{+}\right)^{s}
$$

for some $\kappa \in \mathbb{R}$.

In order to prove it, we will use the following result:
Lemma 1.10.17. Let $s \in(0,1)$, and let us consider polar coordinates in $\mathbb{R}^{2}$, $(x, y)=(r \cos \theta, r \sin \theta)$ for $r \geq 0$ and $\theta \in(-\pi, \pi]$. Let us define, for each $m \in \mathbb{Z}, m \geq-1$,

$$
\varphi_{m}(r, \theta):=r^{s+m} \Theta_{m}(\theta), \quad \Theta_{m}(\theta)=c_{m}|\sin \theta|^{s} P_{m}^{s}(\cos \theta),
$$

where $P_{m}^{s}$ is the associated Legendre function of the first kind, and $c_{m}$ is chosen so that $\int_{-\pi}^{\pi}\left|\Theta_{m}(\theta)\right|^{2}|\sin \theta|^{1-2 s} d \theta=1$. Then, each $\varphi_{m}$ satisfies

$$
\left\{\begin{array}{rll}
L_{a} \varphi_{m} & =0 & \text { in } \quad\{y \neq 0\}, \\
\lim _{y \downarrow 0} y^{a} \partial_{y} \varphi_{m}(x, y) & =0 & \text { for } x>0, \\
\varphi_{m}(x, 0) & =0 & \text { for } x \leq 0,
\end{array}\right.
$$

where $L_{a}$ is given by 1.10.3) with $a=1-2 s$. Moreover, the functions $\left\{\Theta_{m}(\theta)\right\}_{m \in \mathbb{N}_{0}}$ are a complete orthogonal system in the subspace of even functions in the weighted space $L^{2}\left((-\pi, \pi) ;|\sin \theta|^{1-2 s}\right)$.

Proof. The proof of this lemma is a computation, using that $P_{m}^{s}(t)$ satisfies the second order ODE:

$$
\left(1-t^{2}\right)\left(P_{m}^{s}(t)\right)^{\prime \prime}-2 t\left(P_{m}^{s}(t)\right)^{\prime}+\left(m+m^{2}-\frac{s^{2}}{1-t^{2}}\right) P_{m}^{s}(t)=0 .
$$

We refer to [187, Lemma 6.1] for more details on the proof (see also [108, Proposition A.1] for another proof).

Using the previous lemma, we can proceed with the classification result:
Proof of Theorem 1.10.16, Let $\tilde{u}(x, y)$ be the extension of $u$ towards $\{y>0\}$ given by the Poisson kernel representation 1.10.6) (and extended evenly to $y<0$ ),

$$
\tilde{u}(x, y)=\left[P_{a}(\cdot, y) * u\right](x) \quad P_{a}(x, y)=\frac{C_{1, a}^{(P)} y^{1-a}}{\left(x^{2}+y^{2}\right)^{\frac{2-a}{2}}}, \quad a=1-2 s .
$$

Since $u(x) \leq C\left(1+|x|^{2 s-\varepsilon}\right)$, we can explicitly bound for $y>0$

$$
|\tilde{u}(x, y)| \leq C y^{1-a} \int_{-\infty}^{\infty} \frac{1+|z|^{2 s-\varepsilon}}{\left((x-z)^{2}+y^{2}\right)^{\frac{2-a}{2}}} d z=C \int_{-\infty}^{\infty} \frac{1+|x-y \xi|^{2 s-\varepsilon}}{\left(1+\xi^{2}\right)^{\frac{2-a}{2}}} d \xi
$$

Using that $|x-y \xi|^{2 s-\varepsilon} \leq 4\left(|x|^{2 s-\varepsilon}+y^{2 s-\varepsilon}|\xi|^{2 s-\varepsilon}\right)$, that $2-a-2 s+\varepsilon>1$, and that $|a|^{p}+|b|^{p} \leq C_{p}\left(|a|^{2}+|b|^{2}\right)^{\frac{p}{2}}$ for any $a, b \in \mathbb{R}, p \in(0,2)$, we get

$$
\begin{equation*}
|\tilde{u}(x, y)| \leq C\left(1+|x|^{2 s-\varepsilon}+|y|^{2 s-\varepsilon}\right) \leq C\left(1+|(x, y)|^{2 s-\varepsilon}\right), \tag{1.10.10}
\end{equation*}
$$

so that $\tilde{u}$ has the same growth as $u$.

Moreover, for each $R$ fixed, we can write (thanks to Lemma 1.10.17)

$$
\tilde{u}(R \cos \theta, R \sin \theta)=\sum_{m \geq 0} a_{m}(R) R^{s+m} \Theta_{m}(\theta),
$$

and since $L_{a} \tilde{u}=0$ in $\mathbb{R}^{2} \backslash\{x \leq 0, y=0\}$, by uniqueness of solutions $a_{m}(R)=a_{m}$ is independent of $R$. Finally, by Parseval's identity (recall $\left.\left\|\Theta_{m}\right\|_{L^{2}\left((-\pi, \pi) ;|\sin \theta|^{1-2 s}\right)}=1\right)$ we have

$$
\begin{equation*}
\int_{\partial B_{R}}|\tilde{u}(x, y)|^{2}|y|^{a} d \sigma=\sum_{m \geq 0} a_{m}^{2} R^{2(s+m)+1+a} \tag{1.10.11}
\end{equation*}
$$

From the growth control 1.10.10 we also know that for $R \geq 1$,

$$
\int_{\partial B_{R}}|\tilde{u}(x, y)|^{2}|y|^{a} d \sigma \leq C\left(1+R^{2 s-\varepsilon}\right)^{2} R^{1+a} \leq C R^{2(2 s-\varepsilon)+1+a} .
$$

Combined with 1.10.11) this yields that $a_{m}=0$ whenever $m+s \geq 2 s-$ $\varepsilon$, that is, for any $m \geq 1$. Hence, $\tilde{u}(r \cos \theta, r \sin \theta)=a_{0} r^{s} \Theta_{0}(\theta)$ and in particular, $u(x)=\kappa\left(x_{+}\right)^{s}$ for some $\kappa \in \mathbb{R}$.

## Linear

## integro-differential equations

In this chapter, we mostly study general elliptic operators of order $2 s$ that are linear and translation invariant (with no $x$-dependence). In the case of (local) second order elliptic PDE, this would mean that $\mathcal{L}=-\sum_{i j} a_{i j} \partial_{i j}$, an operator with constant coefficients, which after an affine change of variables becomes the Laplacian. In other words, for second order elliptic PDE, the class of linear and translation invariant operators essentially consists of only one operator: $\mathcal{L}=-\Delta$.

For nonlocal equations the situation is very different. The corresponding class of linear operators with "constant coefficients" is extremely rich, and presents interesting features that do not appear for the fractional Laplacian $(-\Delta)^{s}$.

We will study linear operators of the form:

$$
\begin{align*}
\mathcal{L} f(x) & =\text { P.V. } \int_{\mathbb{R}^{n}}(f(x)-f(x+y)) K(d y)  \tag{2.0.1}\\
& =\frac{1}{2} \int_{\mathbb{R}^{n}}(2 f(x)-f(x+y)-f(x-y)) K(d y),
\end{align*}
$$

for some (nonnegative) measure $K$, the Lévy measure (or kernel) of the operator, that will be symmetric (see Definition 2.1.9) and satisfy certain ellipticity conditions.

### 2.1. Lévy processes and classes of kernels

Operators of the form (2.0.1) are integro-differential operators, and they appear as infinitesimal generators of Lévy processes. Let us briefly explain how, and we refer to more specialized books for further insight in this direction, [94, 194, 20, 195, 88, 149].

As we will see below (and as we have seen in Chapter 1 for the fractional Laplacian), operators like (2.0.1) can be alternatively defined by their Fourier multiplier or Fourier symbol, given by

$$
\begin{equation*}
\mathcal{F}(\mathcal{L} u)(\xi)=\mathcal{A}(\xi) \mathcal{F}(u)(\xi) \tag{2.1.1}
\end{equation*}
$$

for some function $\mathcal{A}: \mathbb{R}^{n} \rightarrow \mathbb{R}$. We say that $\mathcal{A}$ is the Fourier multiplier or Fourier symbol of $\mathcal{L}$, and it is explicit in terms of $K$,

$$
\begin{equation*}
\mathcal{A}(\xi)=\frac{1}{2} \int_{\mathbb{R}^{n}}(1-\cos (y \cdot \xi)) K(d y) ; \tag{2.1.2}
\end{equation*}
$$

see (2.1.10-2.1.5) below.
2.1.1. Lévy processes and infinitely divisible distributions. A stochastic process $\left(X_{t}\right)_{t \in T}$ is a family of random variables in $\mathbb{R}^{n}$ (on a common probability space) indexed by $t \in T$. In this exposition we will consider $T=[0, \infty)$ to be regarded as time.

Stochastic processes are widely used as models of systems and phenomena that evolve in a random way, and appear in particular in many areas of physics, biology, or even finance. The Brownian motion is the most famous stochastic process, and together with the Poisson process, the Cauchy process, or the Gamma process, they belong to a wider class known as Lévy processes.

Let us start with a definition:
Definition 2.1.1. A stochastic process $\left(X_{t}\right)_{t \geq 0}$ on $\mathbb{R}^{n}$ is a Lévy process if it satisfies the following properties:
(1) $X_{0}=0$ almost surely.
(2) (Independent increments) For any $0 \leq t_{1}<t_{2}<\cdots<t_{n}$, the random variables $X_{t_{1}}, X_{t_{2}}-X_{t_{1}}, X_{t_{3}}-X_{t_{2}}, \ldots, X_{t_{n}}-X_{t_{n-1}}$ are mutually (or jointly) independent.
(3) (Stationary increments) For any $s<t$, the random variable $X_{t}-X_{s}$ is equal in distribution to $X_{t-s}$.
(4) (Stochastic continuity) $X_{t}$ is continuous in probability, that is, for any $\varepsilon>0$ and $t \geq 0, \lim _{s \rightarrow t} P\left(\left|X_{s}-X_{t}\right|>\varepsilon\right)=0$.

Sometimes, one also adds the condition that $t \mapsto X_{t}$ is almost surely right-continuous in $t \geq 0$ with left limits in $t>0$ (alternatively, $t \mapsto X_{t}$ is
càdlàg). In fact, given any Lévy process $X_{t}$, there always exists a modification of $X_{t}$ (or a stochastically equivalent process) satisfying this property; see, e.g., 195]. For this reason, we will also assume that our Lévy processes are càdlàg.

The study of Lévy processes and their characterization is done by means of the concept of infinitely divisible distributions (which also play an important role for generalizations of the central limit theorem and in additive processes):

Definition 2.1.2 (Infinitely divisible distributions). Let $\mu \in \mathcal{P}\left(\mathbb{R}^{n}\right)$ be a probability measure. We say that $\mu$ is infinitely divisible if, for any $m \in \mathbb{N}$, there exists $\mu_{m} \in \mathcal{P}\left(\mathbb{R}^{n}\right)$ such that

$$
\mu=\underbrace{\mu_{m} * \cdots * \mu_{m}}_{m} .
$$

Alternatively, we say that a random variable $X$ is infinitely divisible if, for any $m \in \mathbb{N}$, there exist a random variable $Y_{m}$ such that

$$
X \stackrel{d}{=} Y_{m}^{(1)}+\ldots Y_{m}^{(m)}
$$

where $Y_{m}^{(1)}, \ldots, Y_{m}^{(m)}$ are independent copies of $Y_{m}$, and $\stackrel{d}{=}$ denotes equality in distribution (that is, $\operatorname{Law}(X)$ is an infinitely divisible distribution).

Example 2.1.3. The most common infinitely divisible distribution is the Gaussian distribution. That is, if $X$ is a random variable with distribution $N(0,1)$ (normal with zero mean and variance one), then for each $m$ the previous statement holds with $Y \sim N(0,1 / m)$. This example will appear recurrently.

Observe that if $\left(X_{t}\right)_{t \geq 0}$ is a Lévy process then, for any $t \geq 0$, the random variable $X_{t}$ (or its distribution) is infinitely divisible, since for every $m \in \mathbb{N}$ we have

$$
X_{t} \stackrel{d}{=}\left(X_{\frac{t}{m}}-X_{0}\right)+\left(X_{t \frac{2}{m}}-X_{\frac{t}{m}}\right)+\cdots+\left(X_{t}-X_{t \frac{m-1}{m}}\right) .
$$

In fact, the relationship between Lévy processes and infinitely divisible distributions is an equivalence (see [195, Theorem 7.10]):

Theorem 2.1.4. If $\mu \in \mathcal{P}\left(\mathbb{R}^{n}\right)$ is an infinitely divisible distribution, then there is a Lévy process $\left(X_{t}\right)_{t \geq 0}$ such that $X_{1} \sim \mu$. Moreover, if $\left(X_{t}^{\prime}\right)_{t \geq 0}$ is another Lévy process such that $X_{1} \stackrel{d}{=} X_{1}^{\prime}$, then $\left(X_{t}\right)_{t \geq 0} \stackrel{d}{=}\left(X_{t}^{\prime}\right)_{t \geq 0}$.

For example, when $\mu=\frac{1}{\sqrt{2 \pi}} e^{-\frac{x^{2}}{2}} d x$ (the normal distribution, $N(0,1)$ ), the corresponding Lévy process is the Brownian motion (also called Wiener process). In this case, the process has continuous paths.

Thanks to the previous result, we have that the characterization of Lévy processes is equivalent to the characterization of infinitely divisible distributions. In the latter case, such characterization is accomplished through the Lévy-Khintchine formula, which gives a representation of the characteristic function of any infinitely divisible measure.

We recall that the characteristic function of a probability measure $\mu$, denoted $\hat{\mu}$, is its (inverse) Fourier transform:

$$
\hat{\mu}(\xi)=\mathbb{E}_{Y \sim \mu}\left[e^{i \xi \cdot Y}\right]=\int_{\mathbb{R}^{n}} e^{i \xi \cdot y} \mu(d y)
$$

Theorem 2.1.5 (Lévy-Khintchine formula). Let $\mu \in \mathcal{P}\left(\mathbb{R}^{n}\right)$ be an infinitely divisible probability measure. Then

$$
\hat{\mu}(\xi)=e^{\Psi(\xi)}
$$

where $\Psi$ is the characteristic exponent, given by

$$
\begin{equation*}
\Psi(\xi)=-\frac{1}{2} \xi \cdot A \xi+i b \cdot \xi+\int_{\mathbb{R}^{n}}\left(e^{i \xi \cdot y}-1-i \xi \cdot y \chi_{B_{1}}(y)\right) \nu(d y) \tag{2.1.3}
\end{equation*}
$$

Here, $A \in \mathbb{R}^{n \times n}$ is symmetric and nonnegative-definite, $b \in \mathbb{R}^{n}$, and $\nu$ is a measure on $\mathbb{R}^{n}$ satisfying

$$
\begin{equation*}
\nu(\{0\})=0 \quad \int_{\mathbb{R}^{n}} \min \left\{1,|y|^{2}\right\} \nu(d y)<\infty . \tag{2.1.4}
\end{equation*}
$$

Conversely, any $(A, b, \nu)$ with the previous properties generates an infinitely divisible distribution.

Remark 2.1.6. Observe that the conditions on $\nu$ are necessary to make sense of the integral defining $\Psi(\xi)$. This is because, for any $\xi, y \in \mathbb{R}^{n}$,

$$
\left|e^{i \xi \cdot y}-1\right| \leq 2 \quad \text { in } \quad \mathbb{R}^{n} \backslash B_{1}, \quad\left|e^{i \xi \cdot y}-1-i \xi \cdot y\right| \leq C|\xi \cdot y|^{2} \quad \text { in } \quad B_{1}
$$

This is however not the only way to make sense of the integral. One could take instead $\left(e^{i \xi \cdot y}-1-i c(y) \xi \cdot y\right)$ as the integrand, under appropriate conditions on $c(y)$, by changing accordingly the value of $b$ (so that, for each $c(y)$, there is a definition of $b)$. Other possible $c(y)$ are $c(y)=\chi_{B_{\delta}}(y)$ for $\delta>0$ or $c(y)=\left(1+|y|^{2}\right)^{-1}$.

Remark 2.1.7. As a consequence of Theorem 2.1.5, if we know that the Fourier transform $\hat{\mu}$ of a distribution is given by $\hat{\mu}(\xi)=e^{\Psi(\xi)}$ with $\Psi$ of the form 2.1.4 (observe $\Psi(-\xi)$ is of the same form), then necessarily $\mu$ is a probability measure (in particular, it is nonnegative).

Example 2.1.8. When we take as infinitely divisible distribution the Gaussian distribution, $N(0,1)$, then in $\Psi$ above we have $A=\mathrm{Id}, b=0$, and $\nu \equiv 0$.

The triple $(A, b, \nu)$ is called a generating triplet for $\mu$, and characterizes the infinitely divisible distribution $\mu$ (and hence, also characterizes the law of the corresponding Lévy process). Given a Lévy process $\left(X_{t}\right)_{t \geq 0}$, the characteristic exponent of the distribution of $X_{1}, \Psi$ in the Lévy-Khintchine formula, is called the characteristic exponent of the process. The characteristic function of $X_{t}$ for any $t \geq 0$ is then $e^{t \Psi(\xi)}$.

Justified by Example 2.1 .8 above, the matrix $A$ is called the Gaussian covariance matrix, and the measure $\nu$ is the Lévy measure. When $A=0$, we say that $\left(X_{t}\right)_{t \geq 0}$ is purely non-Gaussian process. Conversely, $\nu$ is zero if and only if $\mu$ is a Gaussian distribution (not necessary centered or with unit variance).

We will focus our attention on symmetric processes:
Definition 2.1.9. We say that a measure $\mu$ on $\mathbb{R}^{n}$ is symmetric if $\mu(B)=$ $\mu(-B)$ for any Borel set $B \subset \mathbb{R}^{n}$. We say that a stochastic process $\left(X_{t}\right)_{t \geq 0}$ is symmetric if $X_{t} \stackrel{d}{=}-X_{t}$ for all $t \geq 0$.

We will use that a Lévy process with triple $(A, b, \nu)$ is symmetric if and only if $b=0$ and $\nu$ is symmetric. In this case, the characteristic exponent 2.1.3) can be written as

$$
\begin{align*}
\Psi(\xi) & =-\frac{1}{2} \xi \cdot A \xi+\mathrm{P} \cdot \mathrm{~V} \cdot \int_{\mathbb{R}^{n}}\left(e^{i \xi \cdot y}-1\right) \nu(d y) \\
& =-\frac{1}{2} \xi \cdot A \xi-\int_{\mathbb{R}^{n}}(1-\cos (\xi \cdot y)) \nu(d y), \tag{2.1.5}
\end{align*}
$$

where we have taken advantage of the symmetry of the measure $\nu$ to remove the P.V. in the second expression (since $2 \cos (\xi \cdot x)=e^{i \xi \cdot x}+e^{-i \xi \cdot x}$ ).
2.1.2. Infinitesimal generators. Let us introduce the notion of infinitesimal generator of a semigroup, and in particular, of a Lévy process. We refer to [20, 149, 88 for further details.

Given a Lévy process $\left(X_{t}\right)_{t \geq 0}$ on $\mathbb{R}^{n}$, the measure kernel

$$
p_{t}(x, B):=P\left(X_{t}+x \in B\right) \quad \text { for } \quad t \geq 0, x \in \mathbb{R}^{n}, B \subset \mathbb{R}^{n} \text { a Borel set }
$$

is what is known as a Markov transition function (or kernel). In particular, it defines a linear operator on bounded and measurable functions $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$,

$$
\begin{equation*}
P_{t} f(x)=\mathbb{E}\left[f\left(x+X_{t}\right)\right]=\int_{\mathbb{R}^{n}} f(y) p_{t}(x, d y) \quad \text { for } \quad t \geq 0, x \in \mathbb{R}^{n} \tag{2.1.6}
\end{equation*}
$$

Observe that, since the characteristic function of $X_{t}$ is $e^{t \Psi(\xi)}$, we have

$$
P_{t}\left(e^{i \xi \cdot x}\right)=e^{i \xi \cdot x} e^{t \Psi(\xi)}
$$

and then $P_{t}$ is explicit in the Fourier space,

$$
\begin{equation*}
\mathcal{F}\left(P_{t} f\right)(\xi)=\mathcal{F}(f)(\xi) e^{t \Psi(\xi)} \tag{2.1.7}
\end{equation*}
$$

where we recall that $\Psi(\xi)$ is given by (2.1.3).
The operators $\left(P_{t}\right)_{t \geq 0}$ form a semigroup (that is, $P_{t+s}=P_{t} \circ P_{s}$ and $P_{0}=$ id, which follows from (2.1.7) acting on bounded measurable functions. Moreover, they are sub-Markovian (i.e., $0 \leq f \leq 1$ implies $0 \leq P_{t} f \leq 1$ ), contractive $\left(\left\|P_{t} f\right\|_{L^{\infty}\left(\mathbb{R}^{n}\right)} \leq\|f\|_{L^{\infty}\left(\mathbb{R}^{n}\right)}\right)$, conservative $\left(P_{t} 1=1\right)$, and they are strongly continuous Feller operators. That is, if $C_{0}\left(\mathbb{R}^{n}\right)$ denotes the space of continuous functions vanishing at infinity, then $P_{t}: C_{0}\left(\mathbb{R}^{n}\right) \rightarrow C_{0}\left(\mathbb{R}^{n}\right)$ and $\lim _{t \downarrow 0}\left\|P_{t} f-f\right\|_{L^{\infty}\left(\mathbb{R}^{n}\right)}=0$ for all $f \in C_{0}\left(\mathbb{R}^{n}\right)$.

As a Feller semigroup, one can define for $\left(P_{t}\right)_{t \geq 0}$ the corresponding infinitesimal generator, which is the linear operator given by ${ }^{1}$

$$
\begin{equation*}
-\mathcal{L} f:=\lim _{t \downarrow 0} \frac{P_{t} f-f}{t}, \quad \text { for all } \quad f \in \mathcal{D}(-\mathcal{L}) \tag{2.1.8}
\end{equation*}
$$

where

$$
\mathcal{D}(-\mathcal{L}):=\left\{f \in C_{0}\left(\mathbb{R}^{n}\right): \lim _{t \downarrow 0} \frac{P_{t} f-f}{t} \text { exists as uniform limit }\right\}
$$

Since $\left(X_{t}\right)_{t \geq 0}$ is a Lévy process, we have $C_{c}^{\infty}\left(\mathbb{R}^{n}\right) \subset \mathcal{D}(-\mathcal{L})$. We have, in particular, that for $t \geq 0$,

$$
\begin{equation*}
\frac{d}{d t} P_{t}=-\mathcal{L} P_{t} f=-P_{t} \mathcal{L} f \quad \text { for } \quad f \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right) \tag{2.1.9}
\end{equation*}
$$

(this justifies the use of the symbolic notation $P_{t}=e^{-t \mathcal{L}}$ ). From (2.1.7) and the linearity of the Fourier transform, the infinitesimal generator becomes a Fourier multiplier ${ }^{2}$

$$
\begin{equation*}
\mathcal{F}(\mathcal{L} f)(\xi)=-\Psi(\xi) \mathcal{F}(f)(\xi) \quad \text { for all } \quad f \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right) \tag{2.1.10}
\end{equation*}
$$

(I.e., $\mathcal{A}=-\Psi$ and $K=\nu$ in (2.1.1)-(2.1.2).) As a consequence, since we have an explicit expression for $\Psi$, (2.1.3), we deduce how $\mathcal{L}$ acts on $C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$ functions:

$$
\begin{align*}
\mathcal{L} f(x)= & -\frac{1}{2} \operatorname{div}(A \nabla f(x))-b \cdot \nabla f(x) \\
& -\int_{\mathbb{R}^{n}}\left(f(x+y)-f(x)-\nabla f(x) \cdot y \chi_{B_{1}}(y)\right) \nu(d y) . \tag{2.1.11}
\end{align*}
$$

That is, $\mathcal{L}$ has three terms: a local diffusion term, a drift term, and a nonlocal diffusion term. For symmetric Lévy processes (2.1.5) we have

$$
\mathcal{L} f(x)=-\frac{1}{2} \operatorname{div}(A \nabla f(x))+\text { P.V. } \int_{\mathbb{R}^{n}}(f(x)-f(x+y)) \nu(d y),
$$

[^4]where $\nu$ is symmetric. We call any operator of the form (2.1.11) (with $A \geq 0$ and $\nu$ satisfying (2.1.4) a Lévy operator.

We will focus our attention on processes that are purely nonlocal, and as such we will always assume that $A=0$, so there is no second-order term ${ }^{3}$. In this case, the operator $\mathcal{L}$ is basically a convolution against a measure $\nu(d y)$, which will be often referred as the kernel of the operator.

Example 2.1.10. When $\left(X_{t}\right)_{t \geq 0}$ is a Brownian motion (that is, $X_{1}$ is a $N(0,1)$, or alternatively, the characteristic exponent has $A=\mathrm{Id}, b=0$, $\nu=0$ ), the corresponding infinitesimal generator of the process has $\frac{1}{2}|\xi|^{2}$ as Fourier symbol. That is, $\mathcal{L}=-\frac{1}{2} \Delta$ in this case.

Example 2.1.11. The most famous non-Gaussian example is in the case $A=0, b=0$, and $\nu(d y)=\frac{c_{\circ}}{|y|^{n+2 s}} d y$ for some $s \in(0,1)$, and $c_{\circ}>0$. Observe that this is an admissible Lévy measure $\nu$, since conditions (2.1.4) are satisfied. The corresponding operator in this case is (a multiple of) the fractional Laplacian, denoted $(-\Delta)^{s}$, since the corresponding characteristic exponent is now proportional to $-|\xi|^{2 s}$. (This was already observed in Chapter 1, in Remark 1.2.7 or in Remark 1.10.5.) In particular, thanks to 2.1.5, we can check that the constant $c_{\circ}$ such that the characteristic exponent is exactly $-|\xi|^{2 s}$ is given by

$$
c_{o}^{-1}=\int_{\mathbb{R}^{n}} \frac{1-\cos \left(y_{1}\right)}{|y|^{n+2 s}} d y,
$$

which coincides with $c_{n, s}$ in 1.10.2.
2.1.3. A characterization via comparison principle. Infinitesimal generators of Lévy processes define a bounded, linear, and translation invariant operator

$$
\mathcal{L}: C_{c}^{2}\left(\mathbb{R}^{n}\right) \rightarrow C\left(\mathbb{R}^{n}\right)
$$

Moreover, it follows from the definition (2.1.8) that such operator satisfies the following Global Minimum Principle (GMP):

$$
\begin{equation*}
\text { If } f \in C_{c}^{2}\left(\mathbb{R}^{n}\right) \text { with } f \geq 0 \text { and } f\left(x_{\circ}\right)=0 \text {, then } \mathcal{L} f\left(x_{\circ}\right) \leq 0 \tag{2.1.12}
\end{equation*}
$$

Notice that we are not using the Lévy-Khintchine formula in order to deduce these properties of $\mathcal{L}$.

Interestingly, it turns out that these properties, combined with the fact that $\mathcal{L} 1=0$, completely characterize infinitesimal generators of Lévy processes. This is due to the following result:

[^5]

Figure 2.1.1. Graphical representation of a Lévy flight inside $\Omega$ and the first time $\tau_{x}$ where it falls outside. Since the paths are not continuous, we position of $X_{\tau_{x}}^{x}$ can be anywhere in $\mathbb{R}^{n} \backslash \Omega$.

Theorem 2.1.12 (63). Let $\mathcal{L}: C_{c}^{2}\left(\mathbb{R}^{n}\right) \rightarrow C\left(\mathbb{R}^{n}\right)$ be any bounded, linear, and translation invariant operator that satisfies the Global Minimum Principle (2.1.12). Then $\mathcal{L}$ is of the form

$$
\begin{align*}
\mathcal{L} f(x)= & -\frac{1}{2} \operatorname{div}(A \nabla f(x))-b \cdot \nabla f(x)-c f(x) \\
& -\int_{\mathbb{R}^{n}}\left(f(x+y)-f(x)-\nabla f(x) \cdot y \chi_{B_{1}}(y)\right) \nu(d y) \tag{2.1.13}
\end{align*}
$$

for a symmetric and nonnegative matrix $A, b \in \mathbb{R}^{n}, c \leq 0$, and a nonnegative $\nu$ measure satisfying

$$
\nu(\{0\})=0 \quad \text { and } \quad \int_{\mathbb{R}^{n}} \min \left\{1,|x|^{2}\right\} \nu(d x)<\infty .
$$

Notice that if we additionally have $\mathcal{L} 1=0$ then it follows that $c=0$. Thus, this gives an alternative way to characterize the infinitesimal generators of Lévy processes.
2.1.4. Integro-differential equations. Infinitesimal generators are very useful to study analytic properties of the underlying stochastic process. We next list some examples, and refer to [88, 20$]$ for more details.
2.1.4.1. Expected payoff. Let $\left(X_{t}\right)_{t \geq 0}$ be a Lévy process with infinitesimal generator $\mathcal{L}$, and let $\Omega \subset \mathbb{R}^{n}$ be an open domain. Suppose that we have a payoff function $g: \mathbb{R}^{n} \backslash \Omega \rightarrow \mathbb{R}$, and given any $x \in \Omega$, we consider the process $X_{t}^{x}:=x+X_{t}:$ that is, we initialize a particle at $x$ that is moving according to $X_{t}$.

If we denote by $\tau_{x}$ the first time $x+X_{t} \notin \Omega$ (that is, the first time the particle falls outside of the domain ${ }^{4}$ ), we get paid $g\left(x+X_{\tau_{x}}\right)$ (see Figure 2.1.1 for a graphical representation of this setting). We want to compute the expected payoff

$$
u(x):=\mathbb{E}\left[g\left(x+X_{\tau_{x}}\right)\right],
$$

a deterministic function that depends only on the starting point $x$. It turns out that such function $u$ solves the Dirichlet problem for the operator $\mathcal{L}$ with exterior datum $g$,

$$
\left\{\begin{array}{rll}
\mathcal{L} u=0 & \text { in } \quad \Omega \\
u=g & \text { in } & \mathbb{R}^{n} \backslash \Omega
\end{array}\right.
$$

Indeed, in this case we have that, using (2.1.6)-(2.1.9),

$$
u(x)=u(x)+\mathbb{E}\left[-\int_{0}^{\tau_{x}} \mathcal{L} u\left(x+X_{t}\right) d t\right]=\mathbb{E}\left(g\left(x+X_{\tau_{x}}\right)\right) .
$$

By taking $g(x)=\chi_{A}(x)$ for some $A \subset \mathbb{R}^{n}$ this can be used, for example, to compute the probability that the first time the particle falls outside of $\Omega$ it does so in $A$.

When the stochastic process is the Brownian motion (and $\mathcal{L}=-\frac{1}{2} \Delta$ ), then $\left(X_{t}\right)_{t \geq 0}$ has continuous paths, $g$ needs to be defined only on $\partial \Omega$, and the previous equation is the Laplace equation with Dirichlet datum $g: \partial \Omega \rightarrow \mathbb{R}$.
2.1.4.2. Expected hitting time. Under the previous assumptions, one may ask instead what is the first time that the particle starting at $x \in \Omega$ will fall outside of $\Omega$. That is, to find the expected time

$$
u(x)=\mathbb{E}\left[\tau_{x}\right] .
$$

In this case, $u$ solves the Dirichlet problem

$$
\left\{\begin{aligned}
\mathcal{L} u=1 & \text { in } \quad \Omega \\
u=0 & \text { in } \mathbb{R}^{n} \backslash \Omega .
\end{aligned}\right.
$$

When putting a general right-hand side $f: \Omega \rightarrow \mathbb{R}$ instead, we obtain the average value of $f\left(x+X_{t}\right)$ along a path before the particle falls outside of the domain.
2.1.4.3. Surviving particles. Under the previous assumptions, assume moreover that at each time $t \geq 0$ when $x+X_{t} \in \Omega$, there is a certain probability such that the particle is being killed (and gives zero payoff). That is, there exists some function $c: \Omega \rightarrow[0, \infty)$ such that a particle that is at position $\bar{x}$ for a time $\tau>0$ is killed with probability proportional to $c(\bar{x}) \tau$. In this case, the average value of $f: \Omega \rightarrow \mathbb{R}$ along a path $x+X_{t}$ before the particle

[^6]either falls outside of the domain, or is killed (with probability proportional to $c$ ) is given by the solution to
\[

\left\{$$
\begin{aligned}
\mathcal{L} u+c u & =f \\
u & \text { in } \quad \Omega \\
u & \text { in } \quad \mathbb{R}^{n} \backslash \Omega .
\end{aligned}
$$\right.
\]

2.1.4.4. Nonlinear problems. There are also several nonlinear problems for Lévy processes that can be analytically tackled by means of the corresponding infinitesimal generators. We refer to Chapter 3 for examples on controlled diffusion processes (which yield convex fully nonlinear equations) or on stochastic differential games (yielding general fully nonlinear equations); and to Chapter 4 for a description of the optimal stopping problem (which yields the obstacle problem).
2.1.5. Stable processes. An important class of Lévy processes are those given by stable distributions:
Definition 2.1.13 (Stable distribution). A random variable $X$ on $\mathbb{R}^{n}$ is stable if for any $a, b>0$, there exists $c>0$ and $d \in \mathbb{R}^{n}$ such that

$$
a X_{1}+b X_{2} \stackrel{d}{=} c X+d .
$$

Here $X_{1}$ and $X_{2}$ are independent copies of $X$. Equivalently, $X$ is stable if for all $m \geq 2$ there exist $c_{m} \geq 0$ and $d_{m} \in \mathbb{R}^{n}$ such that

$$
\begin{equation*}
X_{1}+\cdots+X_{m} \stackrel{d}{=} c_{m} X+d_{m}, \tag{2.1.14}
\end{equation*}
$$

where $X_{1}, \ldots, X_{m}$ are $m$ independent copies of $X$. We say that $X$ is strictly stable if $d_{m}=0$.

We will say that a Lévy process $\left(X_{t}\right)_{t>0}$ is (strictly) stable if $X_{1}$ is a (strictly) stable random variable. Observe that any stable distribution is infinitely divisible, but the converse is not true (infinitely divisible distributions are not necessarily stable).

Equivalently, a random variable variable $X$ is stable if it has a domain of attraction, that is, there exist a sequence of independent identically distributed (i.i.d.) random variables $Z_{1}, Z_{2}, \ldots$ such that

$$
\frac{Z_{1}+Z_{2}+\cdots+Z_{n}}{C_{n}}+D_{n} \xrightarrow{d} X,
$$

for some $C_{n}>0$ and where $\xrightarrow{d}$ indicates convergence in distribution. Hence, stable distributions appear as limits of sums of i.i.d. random variables (after an appropriate rescaling). If such variables have finite variance, the limiting stable distribution is a Gaussian distribution by the Central Limit Theorem. If the variances are not finite, however, we obtain a larger class of stable distributions (and a generalized Central Limit Theorem, for random variables with infinite variance).

In Definition 2.1.13, the value of the constant $c_{m}$ is explicit. Indeed, by taking $X_{1}-X_{2}$ we can assume the random variables to be symmetric (and hence $d_{m}=0$ ). If we let $m_{1}, m_{2} \in \mathbb{N}$, then we can separate $X_{1}, \ldots, X_{m_{1} m_{2}}$ into $m_{2}$ groups of $m_{1}$ variables each. Then, by the defining property, we have

$$
c_{m_{1} m_{2}} X \stackrel{d}{=} X_{1}+\ldots X_{m_{1} m_{2}} \stackrel{d}{=} c_{m_{1}} c_{m_{2}} X
$$

Therefore $c_{m_{1} m_{2}}=c_{m_{1}} c_{m_{2}}$. From here, it is now easy to deduce $c_{m}=m^{\frac{1}{\alpha}}$ for some $\alpha>0$, and from the fact that the normal distribution is stable with $\alpha=2$, one can deduce $\alpha \in(0,2]$ (see, for example, [94, Chapter VI]).

For each stable distribution, hence, there is a unique $\alpha \in(0,2]$ such that 2.1 .14 holds with $c_{m}=m^{\frac{1}{\alpha}}$. Such number is called the characteristic exponent or the index of the distribution, and any random variable $X$ that is stable with index $\alpha$ is called $\alpha$-stable. Similarly, from now on, a Lévy process $\left(X_{t}\right)_{t \geq 0}$ is $\alpha$-stable if $X_{1}$ is $\alpha$-stable (respectively, we call it strictly $\alpha$-stable).

More precisely, the characteristic exponent $\Psi$ of a strictly $\alpha$-stable distribution, 2.1.3), is explicit and of the form (see [194, Theorems 2.3.1-2.4.1])
$\Psi(\xi)= \begin{cases}-\int_{\mathbb{S}^{n-1}}|\xi \cdot \theta|^{\alpha}\left(1-i \tan \frac{\pi \alpha}{2} \operatorname{sign}(\xi \cdot \theta)\right) \zeta(d \theta) & \text { if } \alpha \neq 1 \\ -\int_{\mathbb{S}^{n-1}}\left(|\xi \cdot \theta|+i \frac{2}{\pi} \log |\xi \cdot \theta|(\xi \cdot \theta)\right) \zeta(d \theta)-i \mu_{0} \cdot \xi & \text { if } \alpha=1,\end{cases}$
where $0<\alpha<2, \operatorname{sign}(t)= \pm 1$ for $\pm t>0$, and $\operatorname{sign}(0)=0$, and for some $\mu_{0} \in \mathbb{R}^{n}$, and some finite measure $\zeta$ on $\mathbb{S}^{n-1}$. The measure $\zeta$ is called the spectral measure of the $\alpha$-stable distribution or random variable.

In the case of symmetric distributions, we have a simpler representation,

$$
\Psi(\xi)=-\int_{\mathbb{S}^{n-1}}|\xi \cdot \theta|^{\alpha} \zeta(d \theta)
$$

for $0<\alpha<2$, where $\zeta$ is the (symmetric) spectral measure of the corresponding symmetric $\alpha$-stable distribution.

Example 2.1.14. As we have seen, 2-stable distributions are Gaussian distributions. On the other hand, an example of a 1-stable distribution that is also rotation invariant is the Cauchy distribution (whose corresponding infinitesimal generator is the square root of the Laplacian, $\sqrt{-\Delta})$.

At the level of the corresponding strictly $\alpha$-stable Lévy process, we have that they are self-similar, that is,

$$
X_{t} \sim t^{\frac{1}{\alpha}} X_{1} \quad \text { for all } \quad t>0
$$

In terms of the generating triplet of a symmetric process, $(A, b, \nu)$, we have that if $\alpha=2$ then $b=0$ and $\nu=0$, while if $0<\alpha<2$, then $A=0$,
$b=0$, and the symmetric Lévy measure $\nu$ is scale invariant

$$
\nu=\kappa^{-\alpha} S_{\kappa} \nu \quad \text { for all } \quad \kappa>0
$$

where $S_{\kappa} \nu(B)=\nu\left(\kappa^{-1} B\right)$ for all Borel set $B \subset \mathbb{R}^{n}$. Alternatively, we can write, for $s=\frac{\alpha}{2} \in(0,1)$, and where we will denote $K=\nu$,

$$
\begin{equation*}
\nu(B)=K(B)=c_{s} \int_{\mathbb{S}^{n-1}} \int_{0}^{\infty} \chi_{B}(r \theta) \frac{d r}{r^{1+2 s}} \zeta(d \theta) \quad \text { for all } \quad B \subset \mathbb{R}^{n} \text { Borel }, \tag{2.1.15}
\end{equation*}
$$

for some constant $c_{s}>0$ depending only on $s$.
Overall, the infinitesimal generator of a symmetric $\alpha$-stable Lévy process is of the form

$$
\begin{equation*}
\mathcal{L} u(x)=\frac{c_{s}}{2} \int_{\mathbb{S}^{n-1}} \text { P.V. } \int_{-\infty}^{\infty}(u(x)-u(x+r \theta)) \frac{d r}{|r|^{1+2 s}} \zeta(d \theta) \tag{2.1.16}
\end{equation*}
$$

where $\zeta$ is a finite measure on the sphere (the spectral measure). Observe that such operators are scale invariant, that is, if $u_{r}(x)=u(r x)$, then

$$
\begin{equation*}
\left(\mathcal{L} u_{r}\right)(x)=r^{2 s}(\mathcal{L} u)(r x) . \tag{2.1.17}
\end{equation*}
$$

We will also ask for ellipticity conditions, to ensure boundedness and nondegeneracy of the operator. On the one hand we consider an upper ellipticity constant $\tilde{\Lambda}$ such that

$$
\begin{equation*}
\int_{\mathbb{S}^{n-1}} \zeta(d \theta) \leq \tilde{\Lambda} . \tag{2.1.18}
\end{equation*}
$$

On the other hand, we also require a nondegeneracy-type condition ${ }^{[5}$ to ensure that the corresponding measure $\zeta$ is full dimensional, that is, it is not concentrated on any hyperplane. A way to control it is to ask that, for some $\lambda>0$,

$$
\begin{equation*}
\inf _{e \in \mathbb{S}^{n-1}} \int_{\mathbb{S}^{n-1}}|\boldsymbol{e} \cdot \theta|^{2 s} \zeta(d \theta) \geq \tilde{\lambda}>0 \tag{2.1.19}
\end{equation*}
$$

Operators of the form (2.1.16) satisfying the ellipticity conditions 2.1.18)2.1.19) are called stable operators of order $2 s$, with ellipticity constants $\lambda$ and $\Lambda$.

Remark 2.1.15. Equation 2.1 .19 is not the only way to ensure that the spectral measure is not concentrated on a hyperplane. One could instead impose $\inf _{e \in \mathbb{S}^{n-1}} \int_{\mathbb{S}^{n-1}}|e \cdot \theta|^{\beta} \zeta(d \theta) \geq \lambda_{\beta}>0$ for any $\beta>0$. Thanks to Hölder's inequality (and 2.1.18), however, both conditions are equivalent

[^7]This ensures that the matrix $A$ does not degenerate in any direction.
(up to changing the value of $\lambda_{\beta}$ ). We have chosen $\beta=2 s$ because then the expression (2.1.19) has a meaning in terms of the Fourier symbol: it says that the Fourier symbol $\mathcal{A}(\xi)=-\Psi(\xi) \geq \tilde{\lambda}|\xi|^{2 s}>0$. That is, it is bounded below by the Fourier symbol of the fractional Laplacian. Notice also that (2.1.18) is equivalent to $\mathcal{A}(\xi) \leq \tilde{\Lambda}|\xi|^{2 s}$.
2.1.5.1. The fractional Laplacian. The first example of stable operator is, of course, the case $\alpha=2$, that is, $\mathcal{L}=-\frac{1}{2} \Delta$. In this case, the corresponding stable distribution is the normal distribution.

The most famous example of stable operator that is nonlocal is the square root of the Laplacian $\sqrt{-\Delta}$, or more generally, the fractional Laplacian. It corresponds to the case in which the measure is not only symmetric, but also rotationally invariant ${ }^{[6]}$, so that the infinitesimal generator is of the form

$$
\mathcal{L} u(x)=c_{n, s} \text { P.V. } \int_{\mathbb{R}^{n}}\left((u(x)-u(x+y)) \frac{d y}{|y|^{n+2 s}}\right.
$$

for some $s=\frac{\alpha}{2} \in(0,1)$. The name is justified by the corresponding Fourier multiplier $-\Psi$, that in this case is

$$
-\Psi(\xi)=|\xi|^{2 s}
$$

Example 2.1.16. Not all stable spectral measures satisfying the above mentioned ellipticity conditions need to be as nice as the fractional Laplacian, or even, to be absolutely continuous measures. For example, the Lévy process $X_{t}=\left(X_{t}^{1}, \ldots, X_{t}^{n}\right)$ with $X_{t}^{i}$ independent one-dimensional symmetric stable processes is a symmetric stable Lévy process, with infinitesimal generator given by

$$
\mathcal{L} u=\left(-\partial_{x_{1} x_{1}}\right)^{s} u+\cdots+\left(-\partial_{x_{n} x_{n}}\right)^{s} u,
$$

and spectral measure $\zeta(d \theta)=\delta_{\boldsymbol{e}_{1}}(d \theta)+\ldots \delta_{\boldsymbol{e}_{n}}(d \theta)+\delta_{-\boldsymbol{e}_{1}}(d \theta)+\ldots \delta_{-\boldsymbol{e}_{n}}(d \theta)$, up to a multiplicative constant, where $\boldsymbol{e}_{i}$ are the coordinate vectors in $\mathbb{R}^{n}$. Its Fourier symbol is $\mathcal{A}(\xi)=\left|\xi_{1}\right|^{2 s}+\ldots+\left|\xi_{n}\right|^{2 s}$, and thus it is still comparable to the one of the fractional Laplacian.
2.1.6. Kernels comparable to the fractional Laplacian. The fractional Laplacian is by far the most studied non-Gaussian stable operator. As such, it serves as a motivation to justify the following more general classes of Lévy processes, that will be of importance throughout this book.

A very typical and natural assumption in the study of integro-differential operators is to consider infinitesimal generators with Lévy measures (or kernels) comparable to the one of the fractional Laplacian, see 2.1.21. These

[^8]are sometimes called stable-like operators (see [17, 18, 56, 205, 15, 145]), and correspond to the $\mathcal{L}_{0}$ class of Caffarelli and Silvestre [43, 44, 45].

Notice that, under this assumption, we drop the homogeneity property that was introduced in stable operators (since they are self-similar), but we now require the kernel to always be positive and uniformly bounded (in particular, it must be absolutely continuous with respect to the Lebesgue measure). As we will see, this extra assumption will allow us to prove some results (like the Harnack inequality) which do not hold for general stable operators.

In this case, the Lévy measure $K$ in (2.0.1) (also denoted $\nu$ ) can be expressed as an absolutely continuous kernel

$$
\begin{equation*}
\nu(d y)=K(d y)=K(y) d y, \tag{2.1.20}
\end{equation*}
$$

with the stronger ellipticity conditions

$$
\begin{equation*}
0<\frac{\lambda}{|y|^{n+2 s}} \leq K(y) \leq \frac{\Lambda}{|y|^{n+2 s}} \quad \text { for all } \quad y \in \mathbb{R}^{n} \tag{2.1.21}
\end{equation*}
$$

with $0<\lambda \leq \Lambda$. The second inequality ensures boundedness of the operator, while the first one ensures its nondegeneracy.

Remark 2.1.17. Stable operators and operators comparable to the fractional Laplacian both arise as infinitesimal generators of Lévy processes, but they encompass different subsets. That is, they are not included one into the other: stable-like operators, contrary to stable operators, do not need to be homogeneous; whereas stable operators, contrary to stable-like operators, do not need to be absolutely continuous with respect to the Lebesgue measure.

We emphasize that by dropping the homogeneity assumption from stable operators, operators satisfying (2.1.21) are not scale invariant anymore. Still, the whole class of operators comparable to the fractional Laplacian with given ellipticity constants is scale invariant. That is, if $\mathcal{L}$ satisfies (2.1.21) with ellipticity constants $\lambda$ and $\Lambda$, and if we denote $u_{r}(x)=u(r x)$, then $\left(\mathcal{L}_{r} u_{r}\right)(x)=r^{2 s}(\mathcal{L} u)(r x)$, where $\mathcal{L}_{r}$ also satisfies 2.1.21) with the same ellipticity constants, $\lambda$ and $\Lambda$.
2.1.7. General elliptic operators of order $2 s$. A more general (and very natural) class of integro-differential operators is obtained by, instead of comparing them with the fractional Laplacian in the physical space, comparing them to the fractional Laplacian in the Fourier space.

Given $s \in(0,1)$ we consider symmetric operators $\mathcal{L}$ of the form

$$
\begin{align*}
\mathcal{L} u(x) & =\text { P.V. } \int_{\mathbb{R}^{n}}(u(x)-u(x+y)) K(d y) \\
& =\frac{1}{2} \int_{\mathbb{R}^{n}}(2 u(x)-u(x+y)-u(x-y)) K(d y), \tag{2.1.22}
\end{align*}
$$

where

$$
\begin{equation*}
K \geq 0 \text { is symmetric, } \quad K(\{0\})=0, \quad \int_{\mathbb{R}^{n}} \min \left\{1,|y|^{2}\right\} K(d y)<\infty . \tag{2.1.23}
\end{equation*}
$$

(cf. 2.0.1) and recall Definition 2.1.9) with Fourier symbol $\mathcal{A}$ (see 2.1.2) such that, for some ellipticity constants $0<\tilde{\lambda} \leq \tilde{\Lambda}$, we have

$$
\begin{equation*}
0<\tilde{\lambda}|\xi|^{2 s} \leq \mathcal{A}(\xi) \leq \tilde{\Lambda}|\xi|^{2 s} \quad \text { for all } \quad \xi \in \mathbb{R}^{n} . \tag{2.1.24}
\end{equation*}
$$

We will call this class $\mathfrak{G}_{s}$, which contains both stable operators (recall Remark 2.1.15) and operators comparable to the fractional Laplacian (recall (2.1.2). Observe that, as before, the operator $\mathcal{L}$ may not be scale invariant, but the whole class of kernels satisfying (2.1.24) is scale invariant ${ }^{7}$.

Typically, we want to work with the operator $\mathcal{L}$ via its Lévy measure (and not via its Fourier symbol), and so we will need an equivalent formulation in terms only of the measure $K$ (often denoted $\nu$ before). We will prove that, given any Lévy operator $\mathcal{L}$, the ellipticity condition 2.1 .24 is equivalent to the following: there are constants $\lambda, \Lambda>0$ (depending only on $n, s, \tilde{\lambda}$, and $\tilde{\Lambda})$, such that

$$
\begin{equation*}
r^{2 s} \int_{B_{2 r} \backslash B_{r}} K(d y) \leq \Lambda \quad \text { for all } \quad r>0 \tag{2.1.25}
\end{equation*}
$$

and

$$
\begin{equation*}
0<\lambda \leq r^{2 s-2} \inf _{e \in \mathbb{S}^{n-1}} \int_{B_{r}}|e \cdot y|^{2} K(d y) \quad \text { for all } \quad r>0 . \tag{2.1.26}
\end{equation*}
$$

We refer to Proposition 2.2.1 below for a proof of this fact.
Most of the results we will prove in this chapter hold for the following general class of operators.

Definition 2.1.18 (General elliptic operator). Let $s \in(0,1)$, and $\lambda, \Lambda>0$. We define

$$
\mathfrak{G}_{s}(\lambda, \Lambda):=\left\{\mathcal{L}: \begin{array}{l}
\mathcal{L} \text { is an operator of the form (2.1.22)-2.1.23) } \\
\text { such that } 2.1 .25)-(2.1 .26) \text { hold }
\end{array}\right\}
$$

Equivalently, $\mathcal{L} \in \mathfrak{G}_{s}(\lambda, \Lambda)$ for some $\lambda$ and $\Lambda$ if and only if it is of the form (2.1.22)-(2.1.23) and (2.1.24) holds for some $\tilde{\lambda}$ and $\tilde{\Lambda}$ (see Proposition 2.2.1).

[^9]Remark 2.1.19 (Scale invariance). The whole class $\mathfrak{G}_{s}(\lambda, \Lambda)$ is scale invariant. That is, if $\mathcal{L} \in \mathfrak{G}_{s}(\lambda, \Lambda)$, and we denote $u_{r}(x)=u(r x)$ with $r>0$, then $\left(\mathcal{L}_{r} u_{r}\right)(x)=r^{2 s}(\mathcal{L} u)(r x)$, for some $\mathcal{L}_{r} \in \mathfrak{G}_{s}(\lambda, \Lambda)$.

More precisely, if $\mathcal{L}$ has kernel $K(d y)$, then $\mathcal{L}_{r}$ has kernel $K_{r}(d y)=$ $r^{2 s} K(r d y)$. Here, and throughout the work, we denote by $K(x+\rho d y)$ for $\rho \in \mathbb{R} \backslash\{0\}$ and $x \in \mathbb{R}^{n}$, the measure $\tilde{K}(d y)=K(x+\rho d y)$ such that $\tilde{K}(B)=K(x+\rho B)$ for any $B \subset \mathbb{R}^{n}$ Borel (see also Notation on page 319.).

Remark 2.1.20. Observe that the class $\mathfrak{G}_{s}(\lambda, \Lambda)$ contains both stable operators and operators comparable with the fractional Laplacian. In particular, if $\mathcal{L} \in \mathfrak{G}_{s}(\lambda, \Lambda)$ with $K$ homogeneous, then $\mathcal{L}$ is a stable operator and satisfies 2.1.18)-2.1.19 for some ellipticity constants $\tilde{\lambda}$ and $\tilde{\Lambda}$.

In some results, we will consider those operators in $\mathfrak{G}_{s}(\lambda, \Lambda)$ whose Lévy measure is homogeneous:
Definition 2.1.21 (General stable operator). Let $s \in(0,1)$, and $\lambda, \Lambda>0$. We define

$$
\mathfrak{G}_{s}^{\text {hom }}(\lambda, \Lambda):=\left\{\mathcal{L} \in \mathfrak{G}_{s}(\lambda, \Lambda): \text { its Lévy measure, } K, \text { is homogeneous }\right\} .
$$

This is the class of stable operators, and they can equivalently be written as 2.1.16) (with a homogeneous Lévy measure, of the form (2.1.15).

For notational convenience only, we may sometimes write the measure $K$ as if it was absolutely continuous with respect to the Lebesgue measure,

$$
\begin{equation*}
K(d y)=K(y) d y \tag{2.1.27}
\end{equation*}
$$

where the kernel is such that $K \in L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{n} \backslash\{0\}\right)$ and

$$
\begin{equation*}
K \geq 0 \quad \text { and } \quad \int_{\mathbb{R}^{n}} \min \left\{1,|y|^{2}\right\} K(y) d y<\infty \tag{2.1.28}
\end{equation*}
$$

By doing so, integrals against $r^{n} K(r y) d y$ or $K(x-y) d y$ become less notationally heavy ${ }^{8}$. With this notation, the symmetry of the measure $K$ (recall Definition 2.1.9) is

$$
\begin{equation*}
K(y)=K(-y) \quad \text { for all } \quad y \in \mathbb{R}^{n} . \tag{2.1.29}
\end{equation*}
$$

Observe that, when $\mathcal{L}=(-\Delta)^{s}$, we have $K(y) d y=c_{n, s}|y|^{-n-2 s} d y$. Observe also that, in this notation, stable operators have kernels satisfying

$$
\begin{equation*}
K(y) \text { is homogeneous of degree }-n-2 s \text { for some } s \in(0,1) \text {, } \tag{2.1.30}
\end{equation*}
$$ or equivalently,

$$
\begin{equation*}
K(y)=\frac{K(y /|y|)}{|y|^{n+2 s}} \quad \text { for some }\left.\quad K\right|_{\mathbb{S}^{n-1}} \in L^{1}\left(\mathbb{S}^{n-1}\right), K \geq 0 \tag{2.1.31}
\end{equation*}
$$

[^10]where $K$ is the spectral measure (denoted $\zeta$ in 2.1.16), up to a multiplicative constant, which we are assuming to be absolutely continuous).
2.1.8. Regular kernels. Some of the results we will prove require kernels that are somewhat regular (in an integral sense). The exact condition we will need is that, for $\alpha \in(0,1]$, the following quantity is finite
\[

$$
\begin{equation*}
[K]_{\alpha}:=\sup _{\rho>0} \sup _{x, x^{\prime} \in B_{\rho / 2}} \rho^{2 s+\alpha} \int_{B_{2 \rho} \backslash B_{\rho}} \frac{\left|K(x-d y)-K\left(x^{\prime}-d y\right)\right|}{\left|x-x^{\prime}\right|^{\alpha}}, \tag{2.1.32}
\end{equation*}
$$

\]

where we recall that the measure $K(x-d y)=K^{x}(d y)$ is such that $K^{x}(B)=$ $K(x-B)$ for all Borel sets $B \subset \mathbb{R}^{n}$. More generally, we define for any $\mu>0$ with $\lceil\mu-1\rceil=m$ and for $K$ such that its distributional derivative $D^{m} K$ is a locally finite signed measure in $\mathbb{R}^{n} \backslash\{0\}$ (and $K$ is absolutely continuous for $m \geq 1$ ),

$$
\begin{equation*}
[K]_{\mu}:=\sup _{\rho>0} \sup _{x, x^{\prime} \in B_{\rho / 2}} \rho^{2 s+\mu} \int_{B_{2 \rho} \backslash B_{\rho}} \frac{\left|D^{m} K(x-d y)-D^{m} K\left(x^{\prime}-d y\right)\right|}{\left|x-x^{\prime}\right|^{\mu-m}} . \tag{2.1.33}
\end{equation*}
$$

If $\mathcal{L}$ is an operator of the form 2.1.22 with kernel $K$, we denote

$$
\begin{equation*}
[\mathcal{L}]_{\mu}:=[K]_{\mu} . \tag{2.1.34}
\end{equation*}
$$

Definition 2.1.22 (Regular general elliptic operators). Given $\mu>0$, we define the class

$$
\mathfrak{G}_{s}(\lambda, \Lambda ; \mu):=\left\{\mathcal{L} \in \mathfrak{G}_{s}(\lambda, \Lambda):[\mathcal{L}]_{\mu}<\infty\right\},
$$

that is, those operators in $\mathfrak{G}_{s}(\lambda, \Lambda)$ with regular kernels, in the sense of (2.1.32)-(2.1.33)-(2.1.34).

Notice that the boundedness of (2.1.33) is equivalent to (cf. 2.2.1) below)

$$
\begin{equation*}
\int_{B_{\rho}^{c}}\left|D^{m} K(x-d y)-D^{m} K\left(x^{\prime}-d y\right)\right| \leq C \rho^{-2 s-\mu}\left|x-x^{\prime}\right|^{\mu-m} \tag{2.1.35}
\end{equation*}
$$

for all $x, x^{\prime} \in B_{\rho / 2}$ and all $\rho>0$, and for some constant $C=C^{\prime}[K]_{\mu}$.
It is important to emphasize that this property is preserved by scaling. That is, if we define $u_{r}(x)=u(r x)$, given $\mathcal{L}$ with kernel $K$ we can consider the operator $\mathcal{L}_{r}$ with kernel $K_{r}$ such that $\left(\mathcal{L}_{r} u_{r}\right)(x)=r^{2 s}(\mathcal{L} u)(r x)$. We then have that if $\mathcal{L} \in \mathfrak{G}_{s}(\lambda, \Lambda ; \mu)$ then $\mathcal{L}_{r} \in \mathfrak{G}_{s}(\lambda, \Lambda ; \mu)$ with $[K]_{\mu}=\left[K_{r}\right]_{\mu}$.

Furthermore, the boundedness of (2.1.33) (or (2.1.35)) is of course implied by the (stronger) assumption

$$
\begin{equation*}
[K]_{C^{\mu}\left(B_{\rho}^{c}\right)} \leq C_{\circ} \rho^{-n-2 s-\mu} \tag{2.1.36}
\end{equation*}
$$

Notice also that if

$$
[K]_{\mathrm{BV}\left(B_{2 \rho} \backslash B_{\rho}\right)} \leq C \rho^{-2 s-1}
$$

then (2.1.32) holds for all $\alpha \in(0,1]$ (where BV denotes the bounded variation norm). In particular, kernels satisfying (2.1.32) (even for $\alpha=1$ ) may be discontinuous and unbounded.

Finally, let us mention that the quantity in 2.1.32) (and 2.1.33) is essentially a Besov seminorm,

$$
[f]_{B_{p, \infty}^{\alpha}}=\sup _{h} \frac{\|f(\cdot+h)-f\|_{L^{p}}}{|h|^{\alpha}},
$$

that is, there is an equivalence of seminorms:

$$
[K]_{\alpha} \asymp \sup _{\rho>0} \rho^{2 s+\alpha}[K]_{B_{1, \infty}^{\alpha}\left(B_{2 \rho \backslash B_{\rho}}\right)} .
$$

By classical embeddings for Besov spaces, we have $W^{\alpha, 1} \subset B_{1, \infty}^{\alpha}$, so it suffices to bound the seminorms in $W^{\alpha, 1}$ (see [214, Chapter V] or [218]).

Remark 2.1.23. The fractional Laplacian $(-\Delta)^{s}$ has a kernel of the form $K(y)=c_{n, s}|y|^{-n-2 s}$ which, by homogeneity, satisfies 2.1.36) for any $\mu>0$. Hence $(-\Delta)^{s} \in \mathfrak{G}_{s}(\lambda, \Lambda ; \mu)$ for all $\mu>0$.

Remark 2.1.24. When dealing with operators with homogeneous kernels $\mathfrak{G}_{s}^{\text {hom }}(\lambda, \Lambda)$, as in 2.1.30)-2.1.31), it is enough to check the condition for $\rho=1$ :

$$
[K]_{\alpha}:=\sup _{x, x^{\prime} \in B_{1 / 2}} \int_{B_{2} \backslash B_{1}} \frac{\left|K(x-y)-K\left(x^{\prime}-y\right)\right|}{\left|x-x^{\prime}\right|^{\alpha}} d y \asymp[K]_{B_{1, \infty}^{\alpha}\left(B_{2} \backslash B_{1}\right)} .
$$

In particular, in this case it suffices to have $K \in W^{\alpha, 1}\left(\partial B_{1}\right)$ or $K \in$ $C^{\alpha}\left(\partial B_{1}\right)$.

Here, $W^{\alpha, p}(\Omega)$ or $W^{\alpha, p}(\partial \Omega)$ denote the spaces of functions in $L^{p}(\Omega)$ or $L^{p}(\partial \Omega)$ for which the seminorm

$$
[w]_{W^{\alpha, p}(\Omega)}:=\int_{\Omega} \int_{\Omega} \frac{|w(x)-w(y)|^{p}}{|x-y|^{n+p s}} d x d y
$$

or

$$
\begin{equation*}
[w]_{W^{\alpha, p}(\partial \Omega)}:=\int_{\partial \Omega} \int_{\partial \Omega} \frac{|w(x)-w(y)|^{p}}{|x-y|^{n-1+\alpha p}} d x d y \tag{2.1.37}
\end{equation*}
$$

is finite.
2.1.9. Brief discussion on the notation. Throughout this chapter, we consider Lévy operators of the type (2.0.1), where $K$ denotes the (nonnegative) Lévy measure that in subsection 2.1.1 we have introduced as $\nu$, and satisfies (2.1.4). The Fourier symbol of these Lévy operators is given by (2.1.2).

The notation $\nu$ is typically used in the probability literature, whereas in the PDE community people usually study the case of absolutely continuous
kernels, which are commonly denoted $K(y) d y$. In this PDE book, however, we want to allow for general measures as well, so we decided to denote these measures $K(d y)$.

Among the reasons to include general measures (and not only absolutely continuous ones), we have:

- It is the most general class of operators of order $2 s$ for which one can develop a regularity theory.
- It includes relevant operators such as $\left(-\partial_{x_{1} x_{1}}^{2}\right)^{2 s}+\ldots+\left(-\partial_{x_{n} x_{n}}^{2}\right)^{2 s}$, whose kernel is not absolutely continuous (see Example 2.1.16).
- The class of operators is then closed under weak limits (see Proposition 2.2.36.

In order to use the usual convenient notation for absolutely continuous kernels, we decided to keep it for measures as well (see Notation on page 319). This means that, given a measure $\mu(d y)$ (for example, $K(d y)$ as above), we have defined the associated measures $\mu\left(x_{\circ}+r d x\right)$ for $x_{\circ} \in \mathbb{R}^{n}$ and $r \in \mathbb{R} \backslash\{0\}$.

In particular, when $K$ is absolutely continuous, $K(d y)=K(y) d y$, we have the equivalences:

$$
K(-d y)=K(-y) d y, \quad K\left(x_{\circ}+d y\right)=K\left(x_{\circ}+y\right) d y,
$$

and more generally,

$$
K\left(x_{\circ}+r d y\right)=|r|^{n} K\left(x_{\circ}+r y\right) d y \quad \text { for } \quad x_{\circ} \in \mathbb{R}^{n}, r \in \mathbb{R} \backslash\{0\} .
$$

For example, in the case of absolutely continuous kernel S $^{9}$ the seminorm (2.1.32) is

$$
[K]_{\alpha}:=\sup _{\rho>0} \sup _{x, x^{\prime} \in B_{\rho / 2}} \rho^{2 s+\alpha} \int_{B_{2 \rho} \backslash B_{\rho}} \frac{\left|K(x-y)-K\left(x^{\prime}-y\right)\right|}{\left|x-x^{\prime}\right|^{\alpha}} d y .
$$

On the other hand, notice that if $[K]_{\mu}<\infty$ for $\mu>1$ (see (2.1.33) ), then the fact that $D^{m} K$ is a locally finite measure implies that $K$ (and $D^{m-1} K$ ) is absolutely continuous, and in particular, $K(d y)=K(y) d y$ in this case.

### 2.2. Basic properties and notions of solution

In this section we will prove some basic properties on the class of operators we consider, some of them analogous to those we have seen for the fractional Laplacian. Moreover, we also introduce the notions of strong, weak, and distributional solution for these linear elliptic integro-differential operators.

[^11]2.2.1. Preliminaries on the kernels. Let us start with a preliminary property on the class of kernels $\mathfrak{G}_{s}(\lambda, \Lambda)$ itself, given by Definition 2.1.18. We show here that the conditions (2.1.25)-2.1.26) are indeed equivalent to 2.1.24) (i.e., the Fourier symbol is comparable to the Fourier symbol of the fractional Laplacian).

In order to do that, we will use that condition 2.1.25) implies (and up to a constant, is equivalent to)

$$
\begin{equation*}
\int_{\mathbb{R}^{n} \backslash B_{r}} K(d y) \leq C \Lambda r^{-2 s} \quad \text { for all } \quad r>0, \tag{2.2.1}
\end{equation*}
$$

for some $C$ depending only on $s$, since

$$
\int_{\mathbb{R}^{n} \backslash B_{r}} K(d y)=\sum_{k \geq 0} \int_{B_{2^{k+1_{r}} \backslash B_{2^{k_{r}}}}} K(d y) \leq r^{-2 s} \sum_{k \geq 0} 2^{-2 k s}=C r^{-2 s} .
$$

On the other hand, we also have

$$
\begin{equation*}
\int_{B_{r}}|y|^{2 s+\alpha} K(d y) \leq C \Lambda r^{\alpha} \quad \text { for all } \quad r>0 \tag{2.2.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{B_{r}^{c}}|y|^{2 s-\alpha} K(d y) \leq C \Lambda r^{-\alpha} \quad \text { for all } \quad r>0 \tag{2.2.3}
\end{equation*}
$$

for any $\alpha>0$ and some $C$ depending only on $\alpha$. Indeed,

$$
\begin{aligned}
\int_{B_{r}}|y|^{2 s+\alpha} K(d y) & \leq \sum_{k \geq 0} \int_{B_{r / 2^{k}} \backslash B_{r / 2} k+1}\left(2^{-k} r\right)^{2 s+\alpha} K(d y) \\
& \leq \Lambda r^{\alpha} \sum_{k \geq 0} 2^{-k \alpha+2 s} \leq C \Lambda r^{\alpha},
\end{aligned}
$$

and

$$
\begin{aligned}
\int_{B_{r}^{c}}|y|^{2 s-\alpha} K(d y) & \leq \sum_{k \geq 0} \int_{B_{2^{k+1_{r}} \backslash B_{2^{k} r}}}\left(2^{k+1} r\right)^{2 s-\alpha} K(d y) \\
& \leq \Lambda r^{-\alpha} \sum_{k \geq 0} 2^{2 s-\alpha k-\alpha} \leq C \Lambda r^{-\alpha} .
\end{aligned}
$$

Finally, by a similar reasoning we have that if (2.1.35) holds, then

$$
\begin{equation*}
\int_{B_{\rho}^{c}}|y|^{2 s+\mu-\alpha}\left|D^{m} K(x-d y)-D^{m} K\left(x^{\prime}-d y\right)\right| \leq C[K]_{\mu} \rho^{-\alpha}\left|x-x^{\prime}\right|^{\mu-m} \tag{2.2.4}
\end{equation*}
$$

for any $\alpha>0$.
Properties (2.2.1)-(2.2.2)-(2.2.3) will appear recurrently throughout this chapter. Let us use them to show that (2.1.25)- 2.1 .26 are equivalent to 2.1.24.

Proposition 2.2.1. Let $s \in(0,1)$, and let $\mathcal{L}$ be an operator of the form (2.1.22)-(2.1.28)-(2.1.29). Then,
(i) If $\mathcal{L}$ satisfies (2.1.25)-2.1.26) for some $\lambda, \Lambda>0$, then there exist $\tilde{\lambda}, \tilde{\Lambda}>0$ depending only on $n, s, \lambda$, and $\Lambda$, such that 2.1.24 holds.
(ii) If $\mathcal{L}$ satisfies 2.1.24 for some $\tilde{\lambda}, \tilde{\Lambda}>0$, then there exist $\lambda, \Lambda>0$ depending only on $n, s, \tilde{\lambda}$, and $\tilde{\Lambda}$, such that (2.1.25)-2.1.26) holds.

Remark 2.2.2. In fact, for any $\alpha>0$ fixed, property $\sqrt{2.2 .2}$ (and also (2.2.3) is equivalent to (2.2.1), and therefore to 2.1.25) (up to a multiplicative constant). Thus, choosing $\alpha=2-2 s>0$, we can equivalently express the ellipticity conditions (2.1.25)-2.1.26) as

$$
0<\lambda \leq r^{2 s-2} \int_{B_{r}}|e \cdot y|^{2} K(d y) \leq C \Lambda \quad \text { for all } r>0 \text { and } e \in \mathbb{S}^{n-1}
$$

for some $C$ depending only on $n$ and $s$.
Proof. We divide the proof into two steps.
Step 1: Let us show (i) first. We recall that

$$
\mathcal{A}(\xi)=\int_{\mathbb{R}^{n}}(1-\cos (y \cdot \xi)) K(d y)
$$

Since $1-\cos (t) \leq \frac{1}{2} t^{2}$,

$$
\mathcal{A}(\xi) \leq 2 \int_{\mathbb{R}^{n}} \min \left\{1, \frac{1}{4}|y \cdot \xi|^{2}\right\} K(d y) \leq 2 \int_{\mathbb{R}^{n}} \min \left\{1,|y|^{2}|\xi|^{2}\right\} K(d y)
$$

In particular,

$$
\mathcal{A}(\xi) \leq 2 \int_{\mathbb{R}^{n} \backslash B_{1 /|\xi|}} K(d y)+2|\xi|^{2} \int_{B_{1 /|\xi|}}|y|^{2} K(d y)
$$

By assumption and thanks to properties (2.2.1) and 2.2 .2 , we have

$$
\int_{\mathbb{R}^{n} \backslash B_{1 /|\xi|}} K(d y) \leq C \Lambda|\xi|^{2 s} \quad \text { and } \quad \int_{B_{1 /|\xi|}}|y|^{2} K(d y) \leq C \Lambda|\xi|^{2 s-2} .
$$

Combining the previous inequalities, we get $\mathcal{A}(\xi) \leq C \Lambda|\xi|^{2 s}$ for all $\xi \in \mathbb{R}^{n}$, so we can take $\tilde{\Lambda}=C \Lambda$.

On the other hand, let us assume that 2.1.26 holds. We use now that, for $t^{2} \leq 1,1-\cos (t) \geq \frac{1}{4} t^{2}$, to obtain

$$
\mathcal{A}(\xi) \geq \int_{B_{1 /|\xi|}}(1-\cos (y \cdot \xi)) K(d y) \geq \frac{|\xi|^{2}}{4} \int_{B_{1 /|\xi|}}\left|\frac{\xi}{|\xi|} \cdot y\right|^{2} K(d y) \geq \frac{\lambda}{4}|\xi|^{2 s}
$$

so that we can take $\tilde{\lambda}=\frac{\lambda}{4}$.

Step 2: Let us now show (ii). We know that, for any $r>0$,

$$
r^{2 s} \int_{\mathbb{S}^{n-1}} \mathcal{A}\left(\frac{\sigma}{r}\right) d \sigma \leq\left|\partial B_{1}\right| \tilde{\Lambda}
$$

As before, we have that, for some $c$ depending only on $n$ and $s$,

$$
\int_{\mathbb{S}^{n-1}}(1-\cos (\lambda \cdot \sigma)) d \sigma \geq c \min \left\{1,|\lambda|^{2}\right\}
$$

so that,

$$
\begin{aligned}
r^{2 s} \int_{\mathbb{S}^{n-1}} \mathcal{A}\left(\frac{\sigma}{r}\right) d \sigma & =r^{2 s} \int_{\mathbb{S}^{n-1}} \int_{\mathbb{R}^{n}}\left(1-\cos \left(r^{-1} y \cdot \sigma\right)\right) K(d y) d \sigma \\
& \geq c r^{2 s} \int_{\mathbb{R}^{n}} \min \left\{1, r^{-2}|y|^{2}\right\} K(d y)
\end{aligned}
$$

In all, we have

$$
r^{2 s} \int_{\mathbb{R}^{n} \backslash B_{1}} K(r d y) \leq r^{2 s} \int_{\mathbb{R}^{n}} \min \left\{1,|y|^{2}\right\} K(r d y) \leq c^{-1} \tilde{\Lambda},
$$

and in particular,

$$
\begin{equation*}
\int_{B_{2 r} \backslash B_{r}} K(d y) \leq \int_{\mathbb{R}^{n} \backslash B_{1}} K(r d y) \leq c^{-1} \tilde{\Lambda} r^{-2 s} \tag{2.2.5}
\end{equation*}
$$

for all $r>0$, so that we can take any $\Lambda \geq c^{-1} \tilde{\Lambda}$ for some $c$ that depends only on $n$ and $s$.

In order to determine $\lambda$ now, observe that for any $e \in \mathbb{S}^{n-1}$ and $r>0$ we have that

$$
\begin{aligned}
\tilde{\lambda} \leq r^{2 s} \mathcal{A}(e / r) & =r^{2 s} \int_{\mathbb{R}^{n}}(1-\cos (y \cdot e)) K(r d y) \\
& \leq 2 r^{2 s} \int_{\mathbb{R}^{n}} \min \left\{1,|y \cdot e|^{2}\right\} K(r d y),
\end{aligned}
$$

where we are using, as in the first step, that $1-\cos (t) \leq 2 \min \left\{1, t^{2}\right\}$. Hence, we can split, for any $R>1$ to be chosen, as

$$
\tilde{\lambda} \leq 2 r^{2 s} \int_{B_{R}}|y \cdot e|^{2} K(r d y)+2 r^{2 s} \int_{\mathbb{R}^{n} \backslash B_{R}} K(r d y) .
$$

Observe now that, on the one hand and thanks to 2.2.5 combined with property (2.2.1),

$$
2 r^{2 s} \int_{\mathbb{R}^{n} \backslash B_{R}} K(r d y)=2 r^{2 s} \int_{\mathbb{R}^{n} \backslash B_{R r}} K(d y) \leq C R^{-2 s} \tilde{\Lambda},
$$

for some $C$ depending only on $n$ and $s$. We therefore get

$$
\frac{\tilde{\lambda}-C R^{-2 s} \tilde{\Lambda}}{2} \leq r^{2 s} \int_{B_{R}}|y \cdot e|^{2} K(r d y)=r^{2 s-2} \int_{R r}|y \cdot e|^{2} K(d y) .
$$

By denoting $\rho:=R r$ we obtain

$$
\frac{\tilde{\lambda}-C R^{-2 s} \tilde{\Lambda}}{2 R^{2-2 s}} \leq \rho^{2 s-2} \int_{B_{\rho}}|y \cdot e|^{2} K(d y) .
$$

Optimizing in $R$ we get

$$
\rho^{2 s-2} \int_{B_{\rho}}|y \cdot e|^{2} K(d y) \geq \lambda
$$

for some $\lambda>0$, that can be taken to be $\lambda=C \tilde{\lambda}^{\frac{1}{s}} \tilde{\Lambda}^{1-\frac{1}{s}}$, for some $C$ depending only on $n$ and $s$.
2.2.2. Strong solutions. Before stating some of our estimates, let us introduce the following space, that we denote $L_{\tau}^{\infty}\left(\mathbb{R}^{n}\right)$ :

Definition 2.2.3. Given $\tau \geq 0$, we say that $w \in L_{\tau}^{\infty}\left(\mathbb{R}^{n}\right)$ if

$$
\|w\|_{L_{\tau}^{\infty}\left(\mathbb{R}^{n}\right)}:=\left\|\frac{w(x)}{1+|x|^{\tau}}\right\|_{L^{\infty}\left(\mathbb{R}^{n}\right)}<\infty .
$$

The following lemma shows that $\mathcal{L} u$ is well-defined in the $L^{\infty}$ sense around a point $x \in \mathbb{R}^{n}$ (and hence, we say that $u$ is a strong solution around $x$ ) whenever $u \in L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)$ and $u$ is $C^{2 s+\varepsilon}$ around $x$.
Lemma 2.2.4. Let $s \in(0,1)$ and $\mathcal{L} \in \mathfrak{G}_{s}(\lambda, \Lambda)$. Let $u \in C^{2 s+\varepsilon}\left(B_{1}\right) \cap$ $L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)$ for some $\varepsilon>0$. Then $\mathcal{L} u \in L_{\text {loc }}^{\infty}\left(B_{1}\right)$ with

$$
\|\mathcal{L} u\|_{L^{\infty}\left(B_{1 / 2}\right)} \leq C \Lambda\left(\|u\|_{C^{2 s+\varepsilon}\left(B_{1}\right)}+\|u\|_{L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)}\right)
$$

for some $C$ depending only on $n, s$, and $\varepsilon$.
Proof. We proceed as in Lemma 1.2.3, by splitting for any $x \in B_{1 / 2}$

$$
\begin{aligned}
\mathcal{L} u(x)= & \frac{1}{2} \int_{B_{1 / 2}}(2 u(x)-u(x+y)-u(x-y)) K(d y) \\
& +u(x) \int_{B_{1 / 2}^{c}} K(d y)-\int_{B_{1 / 2}^{c}} u(x+y) K(d y) .
\end{aligned}
$$

If we assume without loss of generality $2 s+\varepsilon \leq 2$, so that (see, for example, Lemma A.2.2

$$
|u(x+y)+u(x-y)-2 u(x)| \leq C[u]_{C^{2 s+\varepsilon}\left(B_{1}\right)}|y|^{2 s+\varepsilon}
$$

for all $x, y \in B_{1}$ such that $x+y, x-y \in B_{1}$, then we see that the first term above is well-defined pointwise at every $x \in B_{1 / 2}$. The same holds for the second term, while for the last term we have the convolution of a locally bounded function against a finite measure, which by the decay of $K$ is welldefined in an $L_{\text {loc }}^{\infty}$ sense. In this case, if $K$ is not absolutely continuous,
then $\mathcal{L} u$ might not be defined at every point in $B_{1 / 2}$, but nonetheless can be identified with a function in $L^{\infty}\left(B_{1 / 2}\right)$.

Moreover, for any $x \in B_{1 / 2}$, and using (2.2.1) and (2.2.2), we have the bound

$$
\begin{aligned}
|\mathcal{L} u(x)| \leq & C\|u\|_{C^{2 s+\varepsilon}\left(B_{1}\right)} \int_{B_{1 / 2}}|y|^{2 s+\varepsilon} K(d y) \\
& +C\left\|\frac{u(y)}{|y|^{2 s-\varepsilon}}\right\|_{L^{\infty}\left(\mathbb{R}^{n} \backslash B_{1 / 2}\right)} \int_{\mathbb{R}^{n} \backslash B_{1 / 2}}|y|^{2 s-\varepsilon} K(d y) \\
\leq & C \Lambda\|u\|_{C^{2 s+\varepsilon}\left(B_{1}\right)}+C_{\varepsilon} \Lambda\|u\|_{L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)},
\end{aligned}
$$

which gives the desired result.
Remark 2.2.5. In Chapter 3 we will see that, in fact, in order to evaluate $u$ pointwise, it is in general enough to impose a one sided regularity condition. We refer to Lemma 3.1 .10 for an analogous pointwise statement in the context of linear operators with kernels comparable to the fractional Laplacian.

In case of the fractional Laplacian, the previous lemma holds with norm $\|u\|_{L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)}$ instead of the (stronger) $\|u\|_{L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)}$ norm. However, for general operators $\mathcal{L} \in \mathfrak{G}_{s}(\lambda, \Lambda)$, the condition $u \in L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ is not enough to evaluate $\mathcal{L} u$ in an $L^{\infty}$ sense, and we need the stronger assumption $u \in L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)$ (cf. Lemma 3.1.10, when the condition can be relaxed again).

The previous lemma gives the local boundedness of $\mathcal{L} u$. In order to obtain higher regularity for $\mathcal{L} u$ (as in Lemma 1.2.3) we not only need to impose that $u$ is more regular in $B_{1}$, but we must make sure that the operator $\mathcal{L}$ is sufficiently regular as well (in the sense of Definition 2.1.22). Alternatively, as shown in part (ii) below, instead of imposing regularity of $\mathcal{L}$, one may assume global regularity of $u$ (contrary to regularity only in $B_{1}$ ). Later on, in Lemma 2.2.10 we will actually show that these conditions are not only sufficient but also necessary.
Lemma 2.2.6. Let $s \in(0,1)$ and let $\alpha>0$ with $\alpha \notin \mathbb{N}$. Then:
(i) If $\mathcal{L} \in \mathfrak{G}_{s}(\lambda, \Lambda ; \alpha)$ (see Definition 2.1.22), then for any $u \in C^{2 s+\alpha}\left(B_{1}\right) \cap$ $L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)$ with $\varepsilon>0$ we have $\mathcal{L} u \in C_{\text {loc }}^{\alpha}\left(B_{1}\right)$ and

$$
\|\mathcal{L} u\|_{C^{\alpha}\left(B_{1 / 2}\right)} \leq C\left(\|u\|_{C^{2 s+\alpha}\left(B_{1}\right)}+\|u\|_{L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)}\right),
$$

with $C$ depending only on $n, s, \Lambda, \varepsilon, \alpha$, and $[\mathcal{L}]_{\alpha}$.
(ii) If $\mathcal{L} \in \mathfrak{G}_{s}(\lambda, \Lambda)$, then for any $u \in C^{2 s+\alpha}\left(B_{1}\right) \cap C^{\alpha}\left(\mathbb{R}^{n}\right)$ we have $\mathcal{L} u \in$ $C_{\mathrm{loc}}^{\alpha}\left(B_{1}\right)$ and

$$
\|\mathcal{L} u\|_{C^{\alpha}\left(B_{1 / 2}\right)} \leq C \Lambda\left(\|u\|_{C^{2 s+\alpha}\left(B_{1}\right)}+\|u\|_{C^{\alpha}\left(\mathbb{R}^{n}\right)}\right),
$$

with $C$ depending only on $n, s$, and $\alpha$.
(iii) If $\gamma \in(0, \alpha)$ and $\mathcal{L} \in \mathfrak{G}_{s}(\lambda, \Lambda ; \alpha-\gamma)$, then for any $u \in C^{2 s+\alpha}\left(B_{1}\right) \cap$ $C^{\gamma}\left(\mathbb{R}^{n}\right)$ we have $\mathcal{L} u \in C_{\mathrm{loc}}^{\alpha}\left(B_{1}\right)$ and

$$
\|\mathcal{L} u\|_{C^{\alpha}\left(B_{1 / 2}\right)} \leq C\left(\|u\|_{C^{2 s+\alpha}\left(B_{1}\right)}+\|u\|_{C^{\gamma}\left(\mathbb{R}^{n}\right)}\right),
$$

with $C$ depending only on $n, s, \Lambda, \alpha, \gamma$, and $[\mathcal{L}]_{\alpha-\gamma}$.
Proof. In case (i), up to dividing by $\|u\|_{C^{2 s+\alpha}\left(B_{1}\right)}+\|u\|_{L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)}$ we may assume $\|u\|_{C^{2 s+\alpha}\left(B_{1}\right)}+\|u\|_{L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)}=1$. In case (ii), up to dividing by $\|u\|_{C^{2 s+\alpha}\left(B_{1}\right)}+\|u\|_{C^{\alpha}\left(\mathbb{R}^{n}\right)}$ we assume $\|u\|_{C^{2 s+\alpha}\left(B_{1}\right)}+\|u\|_{C^{\alpha}\left(\mathbb{R}^{n}\right)}=1$. In case (iii), up to dividing by $\|u\|_{C^{2 s+\alpha}\left(B_{1}\right)}+\|u\|_{C^{\gamma}\left(\mathbb{R}^{n}\right)}$ we assume $\|u\|_{C^{2 s+\alpha}\left(B_{1}\right)}+$ $\|u\|_{C^{\gamma}\left(\mathbb{R}^{n}\right)}=1$.

We proceed analogously to the case of the fractional Laplacian $(-\Delta)^{s}$ in Lemma 1.2.3. We fix a cut-off function $\eta \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$ such that $\eta \geq 0, \eta \equiv 0$ in $\mathbb{R}^{n} \backslash B_{3 / 4}$ and $\eta \equiv 1$ in $B_{2 / 3}$, and define

$$
u_{1}:=\eta u \quad \text { and } \quad u_{2}:=(1-\eta) u,
$$

so that $u=u_{1}+u_{2}$, with $u_{1}$ being compactly supported in $B_{3 / 4}$ and $u_{2}$ satisfying that $u_{2} \equiv 0$ in $B_{2 / 3}$. We divide the proof into three steps:
Step 1: Let us compute first a bound for $\left\|\mathcal{L} u_{1}\right\|_{C^{\alpha}\left(B_{1 / 2}\right)}$ in all cases (i), (ii), and (iii) by using that $u_{1} \in C^{2 s+\alpha}\left(\mathbb{R}^{n}\right)$ with $\left\|u_{1}\right\|_{C^{2 s+\alpha}\left(\mathbb{R}^{n}\right)} \leq C$ for some universal $C$. Notice that the $L^{\infty}$ bound follows from Lemma 2.2.4.

We start by assuming $\alpha<1$. Let $x \in B_{1 / 2}$ be fixed, and $r:=|x|$. We split

$$
\begin{aligned}
\mathcal{L} u_{1}(x)= & \frac{1}{2} \int_{B_{r}}\left(2 u_{1}(x)-u_{1}(x+y)-u_{1}(x-y)\right) K(d y) \\
& +\frac{1}{2} \int_{\mathbb{R}^{n} \backslash B_{r}}\left(2 u_{1}(x)-u_{1}(x+y)-u_{1}(x-y)\right) K(d y) .
\end{aligned}
$$

Then, if $2 s+\alpha \leq 2$,

$$
\begin{aligned}
\left|\mathcal{L} u_{1}(x)+\mathcal{L} u_{1}(-x)-2 \mathcal{L} u_{1}(0)\right| \leq & C \int_{B_{r}}|y|^{2 s+\alpha} K(d y) \\
& +C \int_{\mathbb{R}^{n} \backslash B_{r}}|x|^{2 s+\alpha} K(d y),
\end{aligned}
$$

where we are using

$$
\begin{align*}
\left|u_{1}(x+y)+u_{1}(x-y)-2 u_{1}(x)\right| & \leq C|y|^{2 s+\alpha}, \\
\left|u_{1}(x)+u_{1}(-x)-2 u_{1}(0)\right| & \leq C|x|^{2 s+\alpha}  \tag{2.2.6}\\
\left|u_{1}(x \pm y)+u_{1}(-x \pm y)-2 u_{1}( \pm y)\right| & \leq C|x|^{2 s+\alpha} .
\end{align*}
$$

Since $K$ satisfies 2.1.25), we have by (2.2.1)-(2.2.2),

$$
\int_{\mathbb{R}^{n} \backslash B_{r}} r^{2 s+\alpha} K(d y) \leq C \Lambda r^{\alpha} \quad \text { and } \quad \int_{B_{r}}|y|^{2 s+\alpha} K(d y) \leq C \Lambda r^{\alpha}
$$

so that

$$
\begin{equation*}
\left|\mathcal{L} u_{1}(x)+\mathcal{L} u_{1}(-x)-2 \mathcal{L} u_{1}(0)\right| \leq C \Lambda|x|^{\alpha} . \tag{2.2.7}
\end{equation*}
$$

On the other hand, if $2<2 s+\alpha<3$, by Lemma A.2.3 (ii) we have

$$
\begin{align*}
& \left|u_{1}(x+y)+u_{1}(x-y)-2 u_{1}(x)-u_{1}(y)-u_{1}(-y)+2 u_{1}(0)\right| \leq  \tag{2.2.8}\\
& \quad \leq|y|^{2}|x|^{2 s+\alpha-2} .
\end{align*}
$$

and

$$
\begin{align*}
& \left|u_{1}(x+y)+u_{1}(-x+y)-2 u_{1}(y)-u_{1}(x)-u_{1}(-x)+2 u_{1}(0)\right| \leq \\
& \quad \leq|x|^{2}|y|^{2 s+\alpha-2} . \tag{2.2.9}
\end{align*}
$$

Thus, using (2.2.8)-(2.2.9) and thanks to properties (2.2.1)-2.2.2- (2.2.3),

$$
\begin{aligned}
\left|\mathcal{L} u_{1}(x)+\mathcal{L} u_{1}(-x)-2 \mathcal{L} u_{1}(0)\right| \leq & C \int_{B_{r}}|y|^{2}|x|^{2 s+\alpha-2} K(d y) \\
& +C \int_{B_{r}^{c}}|x|^{2}|y|^{2 s+\alpha-2} K(d y) \leq C \Lambda r^{\alpha}
\end{aligned}
$$

that is, we obtain again 2.2.7). Repeating around any point in $B_{1 / 2}$ we get $\left\|\mathcal{L} u_{1}\right\|_{C^{\alpha}\left(B_{1 / 2}\right)} \leq C \Lambda$ by Lemma A.1.1, if $\alpha<1$. If $\alpha=k+\beta$ with $k \in \mathbb{N}, \beta \in(0,1)$, we take $\ell$ derivatives of $\mathcal{L} u_{1}$ with $\ell=1, \ldots k$ and repeat the arguments above iteratively, to obtain $\left\|D^{\ell} \mathcal{L} u_{1}\right\|_{C^{\beta}\left(B_{1 / 2}\right)} \leq C \Lambda$ for all $\ell \in\{0, \ldots, k\}$. In all, we get

$$
\left\|\mathcal{L} u_{1}\right\|_{C^{\alpha}\left(B_{1 / 2}\right)} \leq C \Lambda
$$

which is the desired result for $u_{1}$.
Step 2: Let us now find a bound for $\left\|\mathcal{L} u_{2}\right\|_{C^{\alpha}\left(B_{1 / 2}\right)}$, where we denote $\alpha=$ $k+\beta$, with $k \in \mathbb{N}_{0}$ and $\beta \in(0,1)$. We first consider case (ii), so $u_{2} \in C^{\alpha}\left(\mathbb{R}^{n}\right)$ with $\left[D^{k} u_{2}\right]_{C^{\beta}\left(\mathbb{R}^{n}\right)} \leq C$ and $u_{2} \equiv 0$ in $B_{2 / 3}$. In this case, for any $x \in B_{1 / 2}$ (using property (2.2.1) as before),

$$
\begin{aligned}
\left|D^{k} \mathcal{L} u_{2}(x)-D^{k} \mathcal{L} u_{2}(0)\right| & =\left|\mathcal{L} D^{k} u_{2}(x)-\mathcal{L} D^{k} u_{2}(0)\right| \\
& \leq C \int_{\mathbb{R}^{n} \backslash B_{1 / 6}}|x|^{\beta} K(d y) \leq C \Lambda|x|^{\beta}
\end{aligned}
$$

where we have used

$$
\left|D^{k} u_{2}(x+y)-D^{k} u_{2}(y)\right| \leq C|x|^{\beta} \quad \text { for all } \quad y \in \mathbb{R}^{n}
$$

and the fact that $u_{2} \equiv 0$ in $B_{2 / 3}$, so that $u_{2}(x+y)=0$ for any $x \in B_{1 / 2}$ and $y \in B_{1 / 6}$. Combined with the $L^{\infty}$ bound in Lemma 2.2.4 and interpolation inequalities (Proposition A.3.1), we obtain the desired result in case (ii),

We now prove the first statement, (i), where we have the extra hypothesis on the kernel, (2.1.32), and $\left\|u_{2}\right\|_{L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)} \leq C$ for some $C$ universal. Let $x_{1}, x_{2} \in B_{1 / 2}$, so that (since $u_{2} \equiv 0$ in $B_{2 / 3}$ ),

$$
\left(D^{k} \mathcal{L} u_{2}\right)\left(x_{i}\right)=-\int_{B_{1 / 8}^{c}\left(x_{i}\right)} u_{2}(z) D^{k} K\left(-x_{1}+d z\right)
$$

and
$\left|D^{k} \mathcal{L} u_{2}\left(x_{1}\right)-D^{k} \mathcal{L} u_{2}\left(x_{2}\right)\right| \leq \int_{D}\left|u_{2}(z)\right|\left|D^{k} K\left(-x_{1}+d z\right)-D^{k} K\left(-x_{2}+d z\right)\right|$,
where $D$ denotes the domain $D=\mathbb{R}^{n} \backslash\left(B_{1 / 8}\left(x_{1}\right) \cup B_{1 / 8}\left(x_{2}\right)\right)$. We can now assume without loss of generality that $\left|x_{1}-x_{2}\right| \leq \frac{1}{32}$ (otherwise, take a finite chain of inequalities) so that by assumption on the kernel (see 2.1.35) and (2.2.4) we have

$$
\begin{align*}
& \left|D^{k} \mathcal{L} u_{2}\left(x_{1}\right)-D^{k} \mathcal{L} u_{2}\left(x_{2}\right)\right| \leq  \tag{2.2.10}\\
& \quad \leq \int_{B_{1 / 16}^{c}}\left|u_{2}(z)\right|\left|D^{k} K\left(-x_{1}+d z\right)-D^{k} K\left(-x_{2}+d z\right)\right| \\
& \quad \leq C\left\|\frac{u_{2}(z)}{|z|^{2 s-\varepsilon}}\right\|_{L^{\infty}\left(B_{1 / 16}^{c}\right)} \int_{B_{1 / 16}^{c}}|z|^{2 s-\varepsilon}\left|D^{k} K\left(-x_{1}+d z\right)-D^{k} K\left(-x_{2}+d z\right)\right| \\
& \quad \leq C[K]_{\alpha}\|u\|_{L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)\left|x_{1}-x_{2}\right|^{\beta},}
\end{align*}
$$

which combined with Lemma 2.2 .4 completes the proof of (i). For $\alpha>1$, we proceed as before, by taking derivatives.
Step 3: To finish, we show (iii) by using (i). Up to taking $\lfloor\gamma\rfloor$ derivatives and arguing as before, we may assume $\gamma \in(0,1)$.

Let us consider

$$
D_{h}^{\gamma} u_{2}(x):=\frac{u_{2}(x+h)-u_{2}(x)}{|h|^{\gamma}},
$$

for some $|h|$ sufficiently small. By assumption, it satisfies $\left\|D_{h}^{\gamma} u_{2}\right\|_{L^{\infty}\left(\mathbb{R}^{n}\right)} \leq C$ and $D_{h}^{\gamma} u_{2} \equiv 0$ in $B_{1 / 2}$ for $h$ small enough, and we can apply the first result, (i), in balls $B_{1 / 4}$ and $B_{1 / 2}$ to get:

$$
\left\|\mathcal{L} D_{h}^{\gamma} u_{2}\right\|_{C^{\alpha-\gamma}\left(B_{1 / 4}\right)} \leq C\left(\left\|D_{h}^{\gamma} u_{2}\right\|_{C^{2 s+\alpha}\left(B_{1 / 2}\right)}+\left\|D_{h}^{\gamma} u_{2}\right\|_{L^{\infty}\left(\mathbb{R}^{n}\right)}\right) \leq C,
$$

where we have used $u_{2} \equiv 0$ in $B_{2 / 3}$ and $|h|$ small. Using $\mathcal{L} D_{h}^{\gamma} u_{2}=D_{h}^{\gamma} \mathcal{L} u_{2}$ and Lemma A.1.2, we obtain the desired result also in case (iii), after a covering argument.

Some remarks are in order:
Remark 2.2.7. From the previous proof, if $\alpha \in(0,1)$ we could have taken in the right-hand side of Lemma 2.2 .6 .(ii) above the value $[u]_{C^{\alpha}\left(\mathbb{R}^{n}\right)}+$ $\|u\|_{L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)}$ instead of the full norm $\|u\|_{C^{\alpha}\left(\mathbb{R}^{n}\right)}$. When $\alpha>1$, however, we need some condition to ensure that $\mathcal{L} D^{k} u$ is well-defined, with $k=\lfloor\alpha\rfloor$.

Remark 2.2.8. In cases (i) and (iii), the previous proof actually gives a more refined estimate on the bounds of the seminorm $[\mathcal{L} u]_{C^{\alpha}\left(B_{1 / 2}\right)}$, in which we can also make explicit the dependence on $\Lambda$ and $[\mathcal{L}]_{\alpha}$ or $[\mathcal{L}]_{\alpha-\gamma}$.

Indeed, by simply inspecting the proof we see that, in fact, we have the following bounds:

- In the first case, Lemma 2.2.6 (i), we showed:

$$
[\mathcal{L} u]_{C^{\alpha}\left(B_{1 / 2}\right)} \leq C\left(\Lambda\|u\|_{C^{2 s+\alpha}\left(B_{1}\right)}+[\mathcal{L}]_{\alpha}\|u\|_{L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)}\right),
$$

for some $C$ depending only on $n, s, \varepsilon$, and $\alpha$.

- In the third case, Lemma 2.2.6 (iii), we showed:

$$
\begin{equation*}
[\mathcal{L} u]_{C^{\alpha}\left(B_{1 / 2}\right)} \leq C\left(\Lambda\|u\|_{C^{2 s+\alpha}\left(B_{1}\right)}+[\mathcal{L}]_{\alpha-\gamma}\left(\|u\|_{L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)}+[u]_{C^{\gamma}\left(\mathbb{R}^{n}\right)}\right)\right), \tag{2.2.11}
\end{equation*}
$$

for some $C$ depending only on $n, s, \varepsilon, \alpha$, and $\gamma$.
We can then combine these estimates with the one in Lemma 2.2 .4 to get more refined bounds for the corresponding full norms.

Remark 2.2.9. Even if Lemmas 2.2 .4 and 2.2 .6 are stated for operators belonging to $\mathfrak{G}_{s}(\lambda, \Lambda)$ (with the corresponding regularity assumptions), in their proofs we have never used the lower ellipticity assumptions, (2.1.26), which can be seen from the lack of dependence on $\lambda$. In fact, we have not even used the nonnegativity of the kernel, and we are only using that $K$ is even (i.e., symmetric) and satisfies

$$
r^{2 s} \int_{B_{2 r} \backslash B_{r}}|K(d y)| \leq \Lambda<\infty \quad \text { for all } \quad r>0
$$

as well as the corresponding regularity assumption, 2.1.32) or (2.1.33) in Lemma 2.2.6 (i) and (iii).

As shown next, the higher regularity of the kernel (or global regularity for $u$ ) is necessary if we want to obtain regularity for $\mathcal{L} u$ :

Lemma 2.2.10. There exists $\mathcal{L} \in \mathfrak{G}_{s}(\lambda, \Lambda)$ with kernel $K(y) d y$ comparable to the fractional Laplacian, 2.1.21, and $u \in L^{\infty}\left(\mathbb{R}^{n}\right)$ compactly supported and with $u \equiv 0$ in $B_{2}$, such that $\mathcal{L} u \notin C^{\varepsilon}\left(B_{1}\right)$ for any $\varepsilon>0$.

Proof. We prove it in dimension $n=1$. Let us first show that there exists a function on $0 \leq w_{0} \leq 1$ in $\mathbb{R}$ with $w_{0} \equiv 0$ in $\mathbb{R} \backslash(0,1)$, such that

$$
\begin{equation*}
w_{1}(x):=\int_{-1}^{1} w_{0}(x+y) w_{0}(y) d y \notin C^{\varepsilon}((-1,1)) \quad \text { for any } \quad \varepsilon>0 \tag{2.2.12}
\end{equation*}
$$

To construct it, let $\varphi$ be a square wave, $\varphi(x)=1$ if $x \in(2 k, 2 k+1)$ for some $k \in \mathbb{Z}$, and $\varphi(x)=0$ otherwise. That is,

$$
\varphi=\sum_{k \in \mathbb{Z}} \chi_{(2 k, 2 k+1)} .
$$

Let us define, for some $m, t>0$ to be chosen with $m / t \gg 1$,

$$
\psi_{m, t}(x)=\varphi(x / t) \chi_{(0, m)},
$$

so that

$$
\begin{equation*}
\int_{0}^{m} \psi_{m, t}(y+t) \psi_{m, t}(y) d x=0 \quad \text { and } \quad \int_{0}^{m} \psi_{m, t}^{2}(y) d y \approx \frac{m}{2}, \tag{2.2.13}
\end{equation*}
$$

if $m \gg t$. If we fix $m_{k}=k^{-2} / 4$ and $t_{k}=e^{-k^{2}}$, and define

$$
g_{k}(x):=\psi_{m_{k}, t_{k}}\left(x+\sigma_{k}\right) \quad \text { where } \quad \sigma_{k}:=\frac{1}{2} \sum_{i=1}^{k} i^{-2}<1,
$$

we can take

$$
w_{0}(x):=\sum_{k \geq 3} g_{k}(x),
$$

and $w_{1}$ as in 2.2.12. In particular, observe that since $g_{k}$ is supported in ( $\sigma_{k}, \sigma_{k}+m_{k}$ ) and since $\sigma_{k}+m_{k}<\sigma_{k+1}$ for $k \geq 3$, we have that all $g_{k}$ have disjoint supports, and since $\sigma_{k}<1$ for all $k \in \mathbb{N}$, they are all in $(0,1)$.

Then $0 \leq w_{0} \leq 1, w_{0}$ has support in $(0,1), w_{1}(0) \geq w_{1}(x)$ for any $x \in \mathbb{R}$ and

$$
w_{1}(0)-w_{1}\left(t_{k}\right) \geq \frac{m_{k}}{3} \quad \text { if } k \text { is large enough, }
$$

thanks to 2.2.13). Since $m_{k}=1 /\left|4 \log \left(t_{k}\right)\right|$, we get

$$
w_{1}(0)-w_{1}\left(t_{k}\right) \geq 1 /\left|12 \log \left(t_{k}\right)\right| \quad \text { if } k \text { is large enough, }
$$

and $w_{1} \notin C^{\varepsilon}((-1,1))$ for any $\varepsilon>0$.
Let $\mathcal{L} \in \mathfrak{G}_{s}(\lambda, \Lambda)$ with $n=1$ and kernel $K(y) d y$ be given by

$$
K(y):=\frac{1}{|y|^{1+2 s}}+w_{0}(y+4)+w_{0}(-y-4)
$$

which is comparable to the fractional Laplacian and symmetric (but nonsmooth), and let $u(x)=w_{0}(x+4)$. Thanks to (2.2.12) we have that $\mathcal{L} u \notin C^{\varepsilon}\left(B_{1}\right)$ for any $\varepsilon>0$, and $u$ is compactly supported with $u=0$ in $B_{2}$.

We also prove the following result, that gives estimates on $\mathcal{L} \varphi$ whenever $\varphi \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$. In particular, it implies that $\mathcal{L} \varphi \in L^{1}\left(\mathbb{R}^{n}\right) \cap L^{\infty}\left(\mathbb{R}^{n}\right)$.

Lemma 2.2.11. Let $s \in(0,1), \mathcal{L} \in \mathfrak{G}_{s}(\lambda, \Lambda), \Omega \subset \mathbb{R}^{n}$ be a bounded domain with $0 \in \Omega$, and $\alpha \in[0,2 s]$. Then, for any $\varphi \in C_{c}^{\infty}(\Omega)$, we have

$$
\int_{\mathbb{R}^{n} \backslash B_{r}}\left(1+|x|^{2 s-\alpha}\right)|\mathcal{L} \varphi| \leq C\|\varphi\|_{C^{2}\left(\mathbb{R}^{n}\right)}(1+r)^{-\alpha} \quad \text { for any } \quad r \geq 0,
$$

and

$$
|\mathcal{L} \varphi(x)| \leq C\|\varphi\|_{C^{2}\left(\mathbb{R}^{n}\right)}(1+|x|)^{-2 s} \quad \text { for all } \quad x \in \mathbb{R}^{n},
$$

for some $C$ depending only on $n, s, \alpha$, $\operatorname{diam}(\Omega), \lambda$, and $\Lambda$.

Proof. Let $\Omega \subset B_{R}$ with $R=\operatorname{diam}(\Omega)$.
If $r>2 R$, we can compute, using that $\varphi(x+y)=0$ for all $x \in \mathbb{R}^{n} \backslash B_{r}$ and $y \in B_{r-R}$

$$
\begin{aligned}
\int_{\mathbb{R}^{n} \backslash B_{r}}|\mathcal{L} \varphi| & \leq \int_{\mathbb{R}^{n} \backslash B_{r}} \int_{\mathbb{R}^{n}}|\varphi(x+y)| K(d y) d x \\
& \leq\|\varphi\|_{L^{\infty}\left(\mathbb{R}^{n}\right)} \int_{\mathbb{R}^{n} \backslash B_{r-R}} K(d y) \\
& \leq C\|\varphi\|_{L^{\infty}\left(\mathbb{R}^{n}\right)} r^{-2 s} .
\end{aligned}
$$

where we have also used (2.2.1) and $r-R \geq \frac{1}{2} r$. On the other hand, if $r \leq 2 R$ we immediately have that $\int_{B_{2 R}}|\mathcal{L} \varphi| \leq C\|\varphi\|_{C^{2}\left(\mathbb{R}^{n}\right)}$ thanks to Lemma 2.2.4.

We assume, therefore, $r>2 R$, in which case

$$
\int_{\mathbb{R}^{n} \backslash B_{r}}\left(1+|x|^{2 s-\alpha}\right)|\mathcal{L} \varphi| \leq C \int_{\mathbb{R}^{n} \backslash B_{r}}|x|^{2 s-\alpha}|\mathcal{L} \varphi|
$$

and we can bound it as

$$
\begin{aligned}
\int_{\mathbb{R}^{n} \backslash B_{r}}|x|^{2 s-\alpha}|\mathcal{L} \varphi| & \leq \sum_{k \geq 0} 2^{(k+1)(2 s-\alpha)} r^{2 s-\alpha} \int_{B_{2^{k+1_{r}}} \backslash B_{2^{k_{r}}}}|\mathcal{L} \varphi| \\
& \leq C r^{-\alpha} \sum_{k \geq 0} 2^{-\alpha k} \\
& \leq C r^{-\alpha} .
\end{aligned}
$$

Combining the previous inequalities gives the first result.

For the second part, we assume that $|x| \geq 2 R$ (otherwise, we are done by Lemma 2.2.4 and hence

$$
\begin{aligned}
|\mathcal{L} u(x)| & \leq C \int_{\mathbb{R}^{n}}|\varphi(x+y)| K(d y) \\
& \leq\|\varphi\|_{L^{\infty}\left(\mathbb{R}^{n}\right)} \int_{\mathbb{R}^{n} \backslash B_{|x|-R}} K(d y) \\
& \leq C(|x|-R)^{-2 s} \\
& \leq C|x|^{-2 s},
\end{aligned}
$$

where we have used that $\varphi(x+y)=0$ if $x+y \notin B_{R}$, and $|x| \geq 2 R$. This completes the proof.
2.2.3. Fractional Sobolev spaces. As we will see, the natural space in which to study weak solutions to the equation $\mathcal{L} u=f$ is the fractional Sobolev space $H^{s}\left(\mathbb{R}^{n}\right)$.

Let us give a very brief introduction to the fractional Sobolev space $H^{s}\left(\mathbb{R}^{n}\right)$ (we refer to [70, 82, 164] for further details; see also [176).

Definition 2.2.12 (Fractional Sobolev space). The fractional Sobolev space $H^{s}\left(\mathbb{R}^{n}\right)$ is defined as

$$
H^{s}\left(\mathbb{R}^{n}\right):=\left\{u \in L^{2}\left(\mathbb{R}^{n}\right):\|u\|_{H^{s}\left(\mathbb{R}^{n}\right)}<\infty\right\}
$$

with norm

$$
\|u\|_{H^{s}\left(\mathbb{R}^{n}\right)}=\|u\|_{L^{2}\left(\mathbb{R}^{n}\right)}+[u]_{H^{s}\left(\mathbb{R}^{n}\right)},
$$

and seminorm

$$
[u]_{H^{s}\left(\mathbb{R}^{n}\right)}:=\left(\int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} \frac{(u(x)-u(y))^{2}}{|x-y|^{n+2 s}} d x d y\right)^{\frac{1}{2}}
$$

We could alternatively define fractional Sobolev spaces using the Fourier transform

$$
H^{s}\left(\mathbb{R}^{n}\right):=\left\{u \in L^{2}\left(\mathbb{R}^{n}\right):\left(1+|\xi|^{2}\right)^{\frac{s}{2}} \mathcal{F}(u)(\xi) \in L^{2}\left(\mathbb{R}^{n}\right)\right\}
$$

and taking the corresponding equivalent norm in the Fourier space. In fact, we have that

$$
\begin{equation*}
[u]_{H^{s}\left(\mathbb{R}^{n}\right)}^{2}=\frac{2}{c_{n, s}} \int_{\mathbb{R}^{n}}(\mathcal{F}(u)(\xi))^{2}|\xi|^{2 s} d \xi \tag{2.2.14}
\end{equation*}
$$

with $c_{n, s}$ given by (1.10.2).
The space $H^{s}\left(\mathbb{R}^{n}\right)$ is a Hilbert space, with scalar product given by

$$
\langle u, v\rangle_{H^{s}\left(\mathbb{R}^{n}\right)}=\int_{\mathbb{R}^{n}} u v+\iint_{\mathbb{R}^{n} \times \mathbb{R}^{n}} \frac{(u(x)-u(y))(v(x)-v(y))}{|x-y|^{n+2 s}} d x d y .
$$

Moreover, we also have a fractional Sobolev inequality in $H^{s}\left(\mathbb{R}^{n}\right)$ (we refer to [184, Proposition 15.5] for a very short proof due to Brezis, and to [196] for a different proof):

Theorem 2.2.13 (Fractional Sobolev inequality). Let $s \in(0,1), u \in H^{s}\left(\mathbb{R}^{n}\right)$, and $n>2 s$. Then

$$
\|u\|_{L^{q}\left(\mathbb{R}^{n}\right)} \leq C[u]_{H^{s}\left(\mathbb{R}^{n}\right)},
$$

where $q=\frac{2 n}{n-2 s}$, for some $C$ depending only on $n$ and $s$.
And a Poincaré-Friedrichs inequality:
Proposition 2.2.14 (Fractional Poincaré inequality). Let $s \in(0,1)$, and let $\Omega \subset \mathbb{R}^{n}$ be a bounded domain. Let $u \in H^{s}\left(\mathbb{R}^{n}\right)$ with $u \equiv 0$ in $\mathbb{R}^{n} \backslash \Omega$. Then,

$$
\|u\|_{L^{2}(\Omega)} \leq C[u]_{H^{s}\left(\mathbb{R}^{n}\right)},
$$

for some $C$ depending only on $\Omega$, $n$, and $s$.
Proof. Since $\Omega$ is bounded, for any $x \in \Omega$ we have

$$
\int_{\Omega^{c}} \frac{d y}{|x-y|^{n+2 s}} \geq c
$$

for some $c>0$ depending only on $\Omega, n$, and $s$. Hence,

$$
|u(x)|^{2} \leq \frac{1}{c} \int_{\Omega^{c}} \frac{|u(x)|^{2}}{|x-y|^{n+2 s}} d y \leq \frac{1}{c} \int_{\mathbb{R}^{n}} \frac{|u(x)-u(y)|^{2}}{|x-y|^{n+2 s}} d y,
$$

where we are using that $u(y)=0$ for $y \in \Omega^{c}$. Integrating in $x \in \mathbb{R}^{n}$ we get the desired result.
2.2.4. Integration by parts and weak solutions. Any Lévy operator (and in particular, any $\mathcal{L} \in \mathfrak{G}_{s}(\lambda, \Lambda)$ ) has an integration by parts formula. In order to write it, we define the following symmetric and positive semidefinite bilinear form $\langle\cdot, \cdot\rangle_{K}: C_{c}^{\infty}\left(\mathbb{R}^{n}\right) \times C_{c}^{\infty}\left(\mathbb{R}^{n}\right) \rightarrow \mathbb{R}$ given by

$$
\begin{equation*}
\langle u, v\rangle_{K}:=\frac{1}{2} \iint_{\mathbb{R}^{n} \times \mathbb{R}^{n}}(u(x)-u(x+y))(v(x)-v(x+y)) K(d y) d x \tag{2.2.15}
\end{equation*}
$$

Observe that, for notational simplicity only, in this section that we will sometimes assume

$$
K(d y)=K(y) d y
$$

In this case, the expression 2.2.15 has a symmetric representation as

$$
\begin{equation*}
\langle u, v\rangle_{K}:=\frac{1}{2} \iint_{\mathbb{R}^{n} \times \mathbb{R}^{n}}(u(x)-u(z))(v(x)-v(z)) K(x-z) d x d z \tag{2.2.16}
\end{equation*}
$$

Remark 2.2.15. One can also write 2.2.15 in a symmetric form like 2.2.16 by considering $\tilde{K}(d(x, z))$ defined on $\mathbb{R}^{2 n}$ to be the measure such that $\vec{K}(A \times B)=K(A-B)$ for any Borel sets $A, B \subset \mathbb{R}^{n}$, where $A-B:=$ $\bigcup_{\substack{a \in A \\ b \in B}}\{a-b\}$. Then, 2.2.15) becomes

$$
\langle u, v\rangle_{K}:=\frac{1}{2} \iint_{\mathbb{R}^{n} \times \mathbb{R}^{n}}(u(x)-u(z))(v(x)-v(z)) \tilde{K}(d(x, z))
$$

Lemma 2.2.16 (Integration by parts). Let $s \in(0,1)$ and let $\mathcal{L} \in \mathfrak{G}_{s}(\lambda, \Lambda)$. Let $u, v \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$. Then,

$$
\int_{\mathbb{R}^{n}} u \mathcal{L} v=\langle u, v\rangle_{K}=\int_{\mathbb{R}^{n}} \mathcal{L} u v
$$

Proof. We first observe that, for $u, v \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right),\langle u, v\rangle_{K}$ is well-defined, since the integrand is absolutely integrable. Indeed,

$$
\begin{aligned}
& \frac{1}{2} \iint_{\mathbb{R}^{n} \times \mathbb{R}^{n}}|u(x+y)-u(x)||v(x+y)-v(x)| K(d y) d x \\
& \quad \leq \frac{1}{4} \iint_{\mathbb{R}^{n} \times \mathbb{R}^{n}}|u(x+y)-u(x)|^{2} K(d y) d x \\
& \quad+\frac{1}{4} \iint_{\mathbb{R}^{n} \times \mathbb{R}^{n}}|v(x+y)-v(x)|^{2} K(d y) d x .
\end{aligned}
$$

Since, whenever $\operatorname{supp}(u) \subset B_{R}$,

$$
|u(x+y)-u(x)|^{2} \leq C\|u\|_{C^{2}\left(\mathbb{R}^{n}\right)} \min \left\{1,|y|^{2}\right\} \chi_{B_{R} \cup B_{R}(-y)}(x),
$$

the previous integrals are finite (by 2.1 .28$)$ ) and $\langle u, v\rangle_{K}$ is well-defined. In particular, we also have

$$
\langle u, v\rangle_{K}=\frac{1}{2} \lim _{\varepsilon \downarrow 0} \iint_{B_{\varepsilon}^{c} \times \mathbb{R}^{n}}(u(x+y)-u(x))(v(x+y)-v(x)) K(d y) d x .
$$

By considering the domain $B_{\varepsilon}^{c} \times \mathbb{R}^{n}$, we can split the above integral into two integrable terms,

$$
\begin{align*}
\iint_{B_{\varepsilon}^{c} \times \mathbb{R}^{n}} & (u(x+y)-u(x))(v(x+y)-v(x)) K(d y) d x= \\
= & \iint_{B_{\varepsilon}^{c} \times \mathbb{R}^{n}} u(x+y)(v(x+y)-v(x)) K(d y) d x  \tag{2.2.17}\\
& -\iint_{B_{\varepsilon}^{c} \times \mathbb{R}^{n}} u(x)(v(x+y)-v(x)) K(d y) d x \\
= & \iint_{B_{\varepsilon}^{c} \times \mathbb{R}^{n}} u(x)(2 v(x)-v(x-y)-v(x+y)) K(d y) d x
\end{align*}
$$

where in the second equality we have performed a change of variables $x \mapsto$ $x-y$ (and Fubini). In particular, we can take the limit $\varepsilon \downarrow 0$, and since all terms are well-defined we obtain

$$
\langle u, v\rangle_{K}=\int_{\mathbb{R}^{n}} u \mathcal{L} v
$$

By symmetry in $u$ and $v$ we get the desired result.
Observe that, in the previous integration by parts formula (and similarly to what occurs in the local case), in order to make sense of the term $\langle u, v\rangle_{K}$ we require less regularity on $v$ than to compute $\mathcal{L} v$ in the left-hand side (recall Lemma 2.2.4). In particular, we have the following:

Lemma 2.2.17. Let $s \in(0,1)$ and let $\mathcal{L} \in \mathfrak{G}_{s}(\lambda, \Lambda)$. Let $u, v \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$. Then,

$$
\langle u, v\rangle_{K}=\int_{\mathbb{R}^{n}} \mathcal{F}(u)(\xi) \mathcal{F}(v)(\xi) \mathcal{A}(\xi) d \xi
$$

where $\mathcal{A}$ is the Fourier symbol of $\mathcal{L}$. In particular,

$$
\begin{equation*}
\langle u, u\rangle_{K}=\int_{\mathbb{R}^{n}}(\mathcal{F}(u)(\xi))^{2} \mathcal{A}(\xi) d \xi \asymp[u]_{H^{s}\left(\mathbb{R}^{n}\right)}^{2} \tag{2.2.18}
\end{equation*}
$$

and the bilinear form $\langle\cdot, \cdot\rangle_{K}$ is defined on $H^{s}\left(\mathbb{R}^{n}\right) \times H^{s}\left(\mathbb{R}^{n}\right)$.
Proof. The first equality follows by Plancherel's theorem. ${ }^{10}$
$\langle u, v\rangle_{K}=\int_{\mathbb{R}^{n}} u \mathcal{L} v=\int_{\mathbb{R}^{n}} \mathcal{F}(u)(\xi) \mathcal{F}(\mathcal{L} v)(\xi) d \xi=\int_{\mathbb{R}^{n}} \mathcal{F}(u)(\xi) \mathcal{F}(v)(\xi) \mathcal{A}(\xi) d \xi$.
Then $(2.2 .18)$ is a consequence of the comparability of $\mathcal{A}$ with $|\xi|^{2 s}$ (recall 2.1.24) or Proposition 2.2.1(i)), together with (2.2.14).

Finally, $\langle\cdot, \cdot\rangle_{K}$ is a symmetric positive semi-definite bilinear form, and as such it satisfies a Cauchy-Schwarz inequality:

$$
\langle u, v\rangle_{K}^{2} \leq\langle u, u\rangle_{K}\langle v, v\rangle_{K} \leq C[u]_{H^{s}\left(\mathbb{R}^{n}\right)}^{2}[v]_{H^{s}\left(\mathbb{R}^{n}\right)}^{2}
$$

By a density argument, $\langle u, v\rangle_{K}<\infty$ as soon as $u, v \in H^{s}\left(\mathbb{R}^{n}\right)$.
This allows us to introduce the notion of weak solution for $u \in H^{s}\left(\mathbb{R}^{n}\right)$ (in fact, for $u$ satisfying (2.2.21) below); as well as weak supersolution and weak subsolution. To do that, we define first a new bilinear form adapted to a given domain $\Omega$ :

[^12]Definition 2.2.18. When $K$ is absolutely continuous, we define the following bilinear form,

$$
\begin{equation*}
\langle u, v\rangle_{K ; \Omega}:=\frac{1}{2} \iint_{\mathbb{R}^{n} \times \mathbb{R}^{n} \backslash\left(\Omega^{c} \times \Omega^{c}\right)}(u(x)-u(z))(v(x)-v(z)) K(x-z) d x d z \tag{2.2.19}
\end{equation*}
$$

When $K$ is not absolutely continuous, we can replace $K(x-z) d x d z$ by $\tilde{K}(d(x, z))$ from Remark 2.2.15, or alternatively, consider instead

$$
\begin{equation*}
\langle u, v\rangle_{K ; \Omega}:=\frac{1}{2} \iint_{\mathbb{R}^{n} \times \mathbb{R}^{n} \backslash\left(x, x+y \in \Omega^{c}\right)}(u(x)-u(x+y))(v(x)-v(x+y)) K(d y) d x . \tag{2.2.20}
\end{equation*}
$$

Observe that $\langle\cdot, \cdot\rangle_{K ; \Omega}$ is a modification of $\langle\cdot, \cdot\rangle_{K}$, in which the integration is performed everywhere except for exterior-exterior interactions, that is, except at $\Omega^{c} \times \Omega^{c}$.

Definition 2.2.19 (Weak solution, supersolution, and subsolution). Let $s \in(0,1)$ and let $\mathcal{L} \in \mathfrak{G}_{s}(\lambda, \Lambda)$. Let $\Omega \subset \mathbb{R}^{n}$ be any bounded domain and let $f \in L^{p}(\Omega)$ for $p \geq \frac{2 n}{n+2 s}$ and $n>2 s$. We say that $u$ such that

$$
\begin{equation*}
\langle u, u\rangle_{K ; \Omega}<\infty \tag{2.2.21}
\end{equation*}
$$

is a weak solution of

$$
\begin{equation*}
\mathcal{L} u=f \quad \text { in } \quad \Omega, \tag{2.2.22}
\end{equation*}
$$

if

$$
\begin{equation*}
\frac{1}{2} \iint_{\mathbb{R}^{n} \times \mathbb{R}^{n}}(u(x)-u(z))(\varphi(x)-\varphi(z)) K(x-z) d x d z=\int_{\Omega} f \varphi \tag{2.2.23}
\end{equation*}
$$

for all $\varphi \in H^{s}\left(\mathbb{R}^{n}\right)$ with $\varphi \equiv 0$ in $\mathbb{R}^{n} \backslash \Omega$, when $K$ is absolutely continuous. In particular, $u \in H^{s}\left(\mathbb{R}^{n}\right)$ is a weak solution to 2.2.22) if it satisfies 2.2.23) for all $\varphi \in H^{s}\left(\mathbb{R}^{n}\right)$ with $\varphi \equiv 0$ in $\mathbb{R}^{n} \backslash \Omega$.

We say that $u$ satisfying (2.2.21) is a weak supersolution in $\Omega$ (resp. weak subsolution) to the equation $\mathcal{L} u=f$, and we denote it $\mathcal{L} u \geq f$ in $\Omega$ (resp. $\mathcal{L} u \leq f$ in $\Omega$ ) if

$$
\begin{equation*}
\frac{1}{2} \iint_{\mathbb{R}^{n} \times \mathbb{R}^{n}}(u(x)-u(z))(\varphi(x)-\varphi(z)) K(x-z) d x d z \underset{\text { (resp. } \leq)}{\geq} \int_{\Omega} f \varphi, \tag{2.2.24}
\end{equation*}
$$

for all $\varphi \in H^{s}\left(\mathbb{R}^{n}\right)$ with $\varphi \geq 0$ and $\varphi \equiv 0$ in $\mathbb{R}^{n} \backslash \Omega$, when $K$ is absolutely continuous.

For a general measure $K$, we have, instead of (2.2.23) (analogously for (2.2.24),
(2.2.25)

$$
\frac{1}{2} \iint_{\mathbb{R}^{n} \times \mathbb{R}^{n}}(u(x)-u(x+y))(\varphi(x)-\varphi(x+y)) K(d y) d x=\int_{\Omega} f \varphi .
$$

Remark 2.2.20. In the previous definition, by density arguments it suffices to have 2.2.24) for all $\varphi \in C_{c}^{\infty}(\Omega)$. Indeed, if $\varphi \in H^{s}\left(\mathbb{R}^{n}\right)$ with $\varphi \equiv 0$ in $\mathbb{R}^{n} \backslash \Omega$, and $\varphi_{\varepsilon} \in C_{c}^{\infty}(\Omega)$ is such that $\varphi_{\varepsilon} \rightarrow \varphi$ in $H^{s}\left(\mathbb{R}^{n}\right)$, then

$$
\left|\left\langle u, \varphi-\varphi_{\varepsilon}\right\rangle_{K}\right|^{2} \leq C\langle u, u\rangle_{K ; \Omega}\left[\varphi-\varphi_{\varepsilon}\right]_{H^{s}\left(\mathbb{R}^{n}\right)}^{2} \rightarrow 0
$$

as $\varphi_{\varepsilon} \rightarrow \varphi$ in $H^{s}\left(\mathbb{R}^{n}\right)$ (where we also used Lemma 2.2.17).
Remark 2.2.21. The assumption $p \geq \frac{2 n}{n+2 s}$ and $n>2 s$ is such that in (2.2.23) the right-hand side is bounded:

$$
\int_{\Omega} f \varphi \leq\|f\|_{L^{p}(\Omega)}\|\varphi\|_{L^{p^{\prime}}(\Omega)} \leq\|f\|_{L^{p}(\Omega)}[\varphi]_{H^{s}\left(\mathbb{R}^{n}\right)}
$$

where we have used Hölder's inequality and the fractional Sobolev inequality, Theorem 2.2.13.

Remark 2.2.22. When $n=2 s$, functions in $H^{s}\left(\mathbb{R}^{n}\right)$ that vanish outside of $\Omega$ are in $L^{p^{\prime}}(\Omega)$ for all $p^{\prime}<\infty$ and when $n<2 s$, functions in $H^{s}\left(\mathbb{R}^{n}\right)$ vanishing outside of $\Omega$ are in $L^{\infty}(\Omega)$. In particular, the previous definition is still well-posed for $n=2 s$ and $p>1$, and for $n<2 s$ and $p \geq 1$. Similarly, the theorem of existence of weak solutions below, Theorem 2.2.24, is also valid in these cases.

If $u \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$ is a weak solution then, by the integration by parts formula above, $\int \mathcal{L} u \varphi=\int f \varphi$ for all $\varphi \in C_{c}^{\infty}(\Omega)$. Hence it follows that $\mathcal{L} u=f$ in $\Omega$ and thus $u$ is a strong solution. More generally, we have the following:

Lemma 2.2.23. Let $s \in(0,1)$ and let $\mathcal{L} \in \mathfrak{G}_{s}(\lambda, \Lambda)$. Let $\Omega \subset \mathbb{R}^{n}$ be any bounded domain, and let $f \in L^{p}(\Omega)$ for $p \geq \frac{2 n}{n+2 s}$ and $n>2 s$. Let $u \in C^{2 s+\varepsilon}(\Omega) \cap L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)$ for some $\varepsilon>0$ satisfying 2.2.21.

Then, $\mathcal{L} u=f$ in $\Omega$ in the weak sense (see Definition 2.2.19) if and only if it satisfies it in the strong sense.

Proof. Let $\varphi \in C_{c}^{\infty}(\Omega)$, and we proceed as in the proof of Lemma 2.2.16. On the one hand, we have that $\langle u, \varphi\rangle_{K}$ is well-defined, using $\langle u, u\rangle_{K ; \Omega}<\infty$. On the other hand, we can still split like in 2.2.17), since we claim that each of the two terms appearing are integrable, $\int_{B_{\varepsilon}^{c} \times \mathbb{R}^{n}} \varphi(x)(u(x+y)-$ $u(y)) K(d y) d x<\infty$ (the other follows in the same way). To see this, we notice that we only integrate for $z \in \Omega$, where $u(z)$ is bounded (since $\Omega$ is bounded). Moreover, $|u(x+z)| \leq C\left(1+|x|^{2 s-\varepsilon}\right)$, and so the claim follows thanks to (2.2.3).

In all, we have

$$
\begin{aligned}
& \iint_{B_{\varepsilon}^{c} \times \mathbb{R}^{n}}(u(x+y)-u(x))(\varphi(x+y)-\varphi(x)) K(d y) d x= \\
& \quad=\iint_{B_{\varepsilon}^{c} \times \mathbb{R}^{n}} \varphi(x)(2 u(x)-u(x-y)-u(x+y)) K(d y) d x .
\end{aligned}
$$

We can take limits $\varepsilon \downarrow 0$ in the first term because $\langle u, \varphi\rangle_{K}$ is well-defined (it is integrable), and in the second term thanks to Lemma 2.2.4. Hence, since $\mathcal{L} u$ is well-defined (again, by Lemma 2.2.4, in an $L^{\infty}$ sense) we have obtained

$$
\langle u, \varphi\rangle_{K}=\int_{\Omega} \mathcal{L} u \varphi \quad \text { for any } \quad \varphi \in C_{c}^{\infty}(\Omega)
$$

Now, if $u$ is a weak solution to $\mathcal{L} u=f$ we get

$$
\int_{\Omega} f \varphi=\int_{\Omega} \mathcal{L} u \varphi \quad \text { for any } \quad \varphi \in C_{c}^{\infty}(\Omega)
$$

and hence, since $\mathcal{L} u$ exists and is bounded at every point, we deduce $f=\mathcal{L} u$ almost everywhere in $\Omega$. On the other hand, if $\mathcal{L} u=f$ a.e., then plugging it in the previous equation we obtain the weak formulation of the equation.

Observe that, since in the previous definitions we are asking $\varphi \equiv 0$ in $\mathbb{R}^{n} \backslash \Omega$, we have that the left-hand side in $(2.2 .23)$ (and in $(2.2 .24)$ ) in reality can be integrated only in $\left(\mathbb{R}^{n} \times \mathbb{R}^{n}\right) \backslash\left(\Omega^{c} \times \Omega^{c}\right)$ (i.e., it is $\left.\frac{1}{2}\langle u, \varphi\rangle_{K ; \Omega}\right)$. Thus the relaxed requirement (2.2.21) instead of $u \in H^{s}\left(\mathbb{R}^{n}\right)$ in the definition of weak solution. This is relevant, in particular, when the boundary datum $g$ is not regular enough for it to be in the energy space $H^{s}\left(\mathbb{R}^{n}\right)$ (or does not decay to zero at infinity).

The energy functional associated to 2.2 .22 is ther ${ }^{11}$

$$
\begin{align*}
\mathcal{E}(u) & =\frac{1}{2}\langle u, u\rangle_{K ; \Omega}-\int_{\Omega} f(u-g)  \tag{2.2.26}\\
& =\frac{1}{4} \iint_{\mathbb{R}^{n} \times \mathbb{R}^{n} \backslash\left(\Omega^{c} \times \Omega^{c}\right)}|u(x)-u(z)|^{2} K(x-z) d x d z-\int_{\Omega} f(u-g),
\end{align*}
$$

where the second equality holds for $K$ absolutely continuous. The unique minimizer of $\mathcal{E}$ among functions with $u=g$ in $\mathbb{R}^{n} \backslash \Omega$ will be the unique weak solution to $(2.2 .22)$ with $u \equiv g$ in $\mathbb{R}^{n} \backslash \Omega$. Observe that, when $g \equiv 0$ (or when $g \in H^{s}\left(\mathbb{R}^{n}\right)$ ), then we could integrate the first term in the whole $\mathbb{R}^{n} \times \mathbb{R}^{n}$. However, when $g \notin H^{s}\left(\mathbb{R}^{n}\right)$, the term $\iint_{\Omega^{c} \times \Omega^{c}}|g(x)-g(y)|^{2} K(x-$ $z) d x d z$ could be infinite, and this is why in general one has to take the

[^13]previous expression. On the other hand, when $\int_{\Omega} f g$ is finite, we can replace $\int_{\Omega} f(u-g)$ by simply $\int_{\Omega} f u$.
2.2.5. Existence of weak solutions. Let us now prove the existence theorem of weak solutions. We show it by means of the Riesz representation theorem in the appropriate space (see Remark 2.2 .22 for the case $n \leq 2 s$ ).
Theorem 2.2.24 (Existence of weak solutions). Let $s \in(0,1)$, let $\mathcal{L} \in$ $\mathfrak{G}_{s}(\lambda, \Lambda)$, and let $\Omega \subset \mathbb{R}^{n}$ be any bounded domain. Let $f \in L^{p}(\Omega)$ for $p \geq \frac{2 n}{n+2 s}$ and $n>2 s$, and $g: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be such that (recall Definition 2.2.18)
$$
\langle g, g\rangle_{K ; \Omega}<\infty .
$$

Then, there exists a unique weak solution $u$ of

$$
\left\{\begin{aligned}
\mathcal{L} u=f & \text { in } \Omega \\
u=g & \text { in } \mathbb{R}^{n} \backslash \Omega
\end{aligned}\right.
$$

satisfying (2.2.21). Moreover, $u$ is the unique minimizer of the energy $\mathcal{E}$, (2.2.26), among functions satisfying $u=g$ in $\mathbb{R}^{n} \backslash \Omega$.

Proof. Let us define

$$
H_{*}^{s}(\Omega):=\left\{w \in H^{s}\left(\mathbb{R}^{n}\right): w \equiv 0 \quad \text { in } \quad \mathbb{R}^{n} \backslash \Omega\right\} .
$$

If $u$ is a weak solution, it satisfies 2.2 .23 ) and equivalently

$$
\begin{equation*}
\langle u-g, \varphi\rangle_{K}=\int_{\Omega} f \varphi-\langle g, \varphi\rangle_{K}=\int_{\Omega} f \varphi-\langle g, \varphi\rangle_{K ; \Omega} \tag{2.2.27}
\end{equation*}
$$

for all $\varphi \in H_{*}^{s}(\Omega)$. Since $\langle\cdot, \cdot\rangle_{K ; \Omega}$ is a bilinear form, it satisfies the CauchySchwarz inequality and hence (recall Lemma 2.2.17)

$$
\left|\langle g, \varphi\rangle_{K ; \Omega}\right|^{2} \leq\left|\langle g, g\rangle_{K ; \Omega}\right|\left|\langle\varphi, \varphi\rangle_{K}\right| \leq C\left|\langle g, g\rangle_{K ; \Omega}\right|[\varphi]_{H^{s}\left(\mathbb{R}^{n}\right)}^{2} .
$$

Therefore (see Remark 2.2.21),

$$
\begin{equation*}
\left|\langle u-g, \varphi\rangle_{K}\right| \leq C\left(\|f\|_{L^{p}(\Omega)}+\sqrt{\left|\langle g, g\rangle_{K ; \Omega}\right|}\right)\|\varphi\|_{H^{s}\left(\mathbb{R}^{n}\right)} \tag{2.2.28}
\end{equation*}
$$

for all $\varphi \in H_{*}^{s}(\Omega)$. Observe now that, thanks to the Poincaré inequality, Proposition 2.2.14 $\langle\cdot, \cdot\rangle_{K}$ defines a scalar product on $H_{*}^{s}(\Omega)$ (where we have $\left.\langle\cdot, \cdot\rangle_{K}=\langle\cdot, \cdot\rangle_{K ; \Omega}\right)$ and hence it is a Hilbert space, since $\langle u, u\rangle_{K}=0$ implies $u \equiv 0$.

In particular, since the norm induced by $\langle\cdot, \cdot\rangle_{K}$ on $H_{*}^{s}(\Omega)$ is comparable to $H^{s}\left(\mathbb{R}^{n}\right)$, we get from (2.2.28) that $u-g \in H^{s}\left(\mathbb{R}^{n}\right)$ with $u-g \equiv 0$ in $\mathbb{R}^{n} \backslash \Omega$. Thus, we can write $u=g+v$ for some $v \in H_{*}^{s}(\Omega)$.

By (2.2.27) we are searching for a solution $v \in H_{*}^{s}(\Omega)$ to the weak formulation

$$
\begin{equation*}
\langle v, \varphi\rangle_{K}=\int_{\Omega} f \varphi-\langle g, \varphi\rangle_{K ; \Omega}, \tag{2.2.29}
\end{equation*}
$$

for all $\varphi \in H_{*}^{s}(\Omega)$ (recall that $\varphi \mapsto\langle g, \varphi\rangle_{K ; \Omega}$ and $\varphi \mapsto \int_{\Omega} f \varphi$ are bounded and linear operators on $\left.H_{*}^{s}(\Omega)\right)$. By the Riesz representation theorem, such solution exists and is unique, and hence $u=v+g$ is the unique weak solution to our problem.

Finally, observe that if $v=u-g$ is the unique solution of 2.2.29, then

$$
\mathcal{E}(u+\varphi)-\mathcal{E}(u)=\mathcal{E}(\varphi)+\langle u, \varphi\rangle_{K ; \Omega}-\int_{\Omega} f g=\mathcal{E}(\varphi) \geq 0
$$

for all $\varphi \in H_{*}^{s}(\Omega)$, and hence $u$ is the unique minimizer of the energy.
We refer to [146, 126 for a characterization of the functions $g: \mathbb{R}^{n} \backslash \Omega \rightarrow$ $\mathbb{R}$ for which there exists an extension $\tilde{g}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ (with $\tilde{g}=g$ in $\mathbb{R}^{n} \backslash \Omega$ ) such that $\langle\tilde{g}, \tilde{g}\rangle_{K ; \Omega}<+\infty$, for kernels $K(y) \asymp|y|^{-n-2 s}$. See also [95] for a very general existence theorem, including non-symmetric and $x$-dependent kernels.
2.2.6. Distributional solutions. From the integration by parts formula, one can also define the following notion of solution to an equation $\mathcal{L} u=f$, requiring even less regularity on the function $u$ (see Remark 2.2.27):

Definition 2.2.25 (Distributional solution). Let $s \in(0,1)$ and $\mathcal{L} \in \mathfrak{G}_{s}(\lambda, \Lambda)$. Let $\Omega \subset \mathbb{R}^{n}$ be bounded, and let $f \in L_{\mathrm{loc}}^{1}(\Omega)$. We say that $u \in L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)$ for some $\varepsilon>0$ is a distributional solution of

$$
\mathcal{L} u=f \quad \text { in } \quad \Omega
$$

whenever

$$
\int_{\mathbb{R}^{n}} u \mathcal{L} \varphi=\int_{\Omega} f \varphi \quad \text { for all } \quad \varphi \in C_{c}^{\infty}(\Omega)
$$

More generally, we say that $u$ is a distributional supersolution (resp. distributional subsolution) to $\mathcal{L} u=f$ in $\Omega$, and we denote it $\mathcal{L} u \geq f$ in $\Omega$ (resp. $\mathcal{L} u \leq f$ in $\Omega)$ if

$$
\int_{\mathbb{R}^{n}} u \mathcal{L} \varphi \geq \int_{\mathbb{R}^{n}} f \varphi \quad\left(\text { resp. } \quad \int_{\mathbb{R}^{n}} u \mathcal{L} \varphi \leq \int_{\mathbb{R}^{n}} f \varphi\right)
$$

for all $\varphi \in C_{c}^{\infty}(\Omega)$ with $\varphi \geq 0$.
Remark 2.2.26. Observe that the previous definition is well-posed, since $u \in L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)$ and hence $u \mathcal{L} \varphi \in L^{1}\left(\mathbb{R}^{n}\right)$ by Lemma 2.2.11 with $\alpha=\varepsilon$.

Remark 2.2.27 (Relaxation of regularity). To define distributional solutions in Definition 2.2 .25 we assume $u \in L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)$ in order to force $u \mathcal{L} \varphi \in L^{1}\left(\mathbb{R}^{n}\right)$. This is, however, not necessary: as long as $u \mathcal{L} \varphi \in L^{1}\left(\mathbb{R}^{n}\right)$ for all $\varphi \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$ we could make sense of the notion of distributional solution (and have the same properties). For example, we could ask for
$u \in L^{1}\left(\mathbb{R}^{n}\right)$ or $u \in L^{1}\left(\mathbb{R}^{n}\right)+L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)$ for some $\varepsilon>0$. Alternatively, we could define

$$
L_{\mathcal{L}}^{1}\left(\mathbb{R}^{n}\right):=\left\{u \in L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{n}\right): \sup _{\varphi \in C_{c}^{\infty}\left(B_{1}\right)} \int_{\mathbb{R}^{n}}|u \mathcal{L} \varphi|<+\infty\right\},
$$

and when $\mathcal{L}=(-\Delta)^{s}$ (or more generally, when $\mathcal{L}$ is comparable to the fractional Laplacian, see subsection 2.1.6 then this space is exactly $L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ (recall Definition 1.10.1).

Distributional solutions retain some of the properties of their weak and strong counterparts. In particular, translation and scale invariance (Remark 2.1.19) follow from the definition itself. Observe, also, that smooth functions that are distributional solutions are strong solutions. This follows from the following lemma, saying that the integration by parts formula from Lemma 2.2.16 works if $u \in C_{\text {loc }}^{2 s+\varepsilon}(\Omega) \cap L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)$ (so that $\mathcal{L} u$ can be defined in the strong sense):
Lemma 2.2.28. Let $\Omega \subset \mathbb{R}^{n}$ be any bounded domain. Let $v \in C_{c}^{\infty}(\Omega)$ and $u \in C_{\text {loc }}^{2 s+\varepsilon}(\Omega) \cap L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)$ for some $\varepsilon>0$. Then,

$$
\int_{\mathbb{R}^{n}} u \mathcal{L} v=\int_{\Omega} \mathcal{L} u v
$$

Proof. We assume here, for notational simplicity, that $K(d y)=K(y) d y$. After a rescaling, let us assume $\Omega \subset B_{1}$. The proof follows similarly to that of Lemma 2.2.23, by observing that the argument from Lemma 2.2.11 also works to show that, for $v \in C_{c}^{\infty}\left(B_{1}\right),{ }^{12}$

$$
w(x, y)=u(x)(2 v(x)-v(x+y)-v(x-y)) K(y) \in L^{1}\left(\mathbb{R}^{n} \times \mathbb{R}^{n}\right) .
$$

Indeed,

$$
|w(x, y)| \leq C\left(1+|x|^{2 s-\varepsilon}\right)|2 v(x)-v(x+y)-v(x-y)| K(y),
$$

and hence, noticing that

$$
|2 v(x)-v(x+y)-v(x-y)| \leq C \min \left\{1,|y|^{2}\right\} \quad \text { for } \quad x \in B_{2}, y \in \mathbb{R}^{n},
$$

together with Tonelli's theorem and the symmetry of $K$, we get

$$
\begin{aligned}
\int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}}|w(x, y)| d x d y \leq & C \int_{B_{2}}\left(1+|x|^{2 s-\varepsilon}\right) d x \int_{\mathbb{R}^{n}} \min \left\{1,|y|^{2}\right\} K(y) d y \\
& +C \int_{B_{2}^{c}} \int_{\mathbb{R}^{n}}|x|^{2 s-\varepsilon}|v(x+y)| K(y) d y d x,
\end{aligned}
$$

[^14]where the first term is now bounded (recall 2.1.28). For the second term, we use Tonelli's theorem (and the fact that $v$ is bounded) to bound it by
$$
C \int_{B_{2}^{c}} \int_{B_{1}}|x|^{2 s-\varepsilon} K(x-z) d z d x \leq C \int_{B_{1}^{c}} \int_{B_{1}}|z+\xi|^{2 s-\varepsilon} K(\xi) d z d \xi .
$$

Using now that in this domain $|z+\xi|^{2 s-\varepsilon} \leq C|\xi|^{2 s-\varepsilon}$ and by yet another application of Tonelli's theorem together with 2.2.3) (with $\alpha=\varepsilon$ ) we get that $w \in L^{1}\left(\mathbb{R}^{n} \times \mathbb{R}^{n}\right)$. In particular, we can apply Fubini's theorem to

$$
\int_{\mathbb{R}^{n}} u \mathcal{L} v=\frac{1}{2} \iint_{\mathbb{R}^{n} \times \mathbb{R}^{n}} u(x)(2 v(x)-v(x+y)-v(x-y)) K(y) d y d x
$$

and integrate in $x$ first (which is a well-defined integral, since $u$ is locally bounded and $v$ is compactly supported) to get

$$
\int_{\mathbb{R}^{n}} u(x)(2 v(x)-v(x+y)-v(x-y)) d x=\int_{\mathbb{R}^{n}} v(x)(2 u(x)-u(x+y)-u(x-y)) d x .
$$

We can now multiply by $K(y)$ and integrate in $y$, and since $\mathcal{L} u$ is well-defined (by Lemma 2.2.4) we have

$$
\int_{\mathbb{R}^{n}} u \mathcal{L} v=\int_{\mathbb{R}^{n}} \mathcal{L} u v
$$

as we wanted to see.
As a consequence, we obtain that distributional and strong solutions are the same for smooth functions:

Corollary 2.2.29. Let $s \in(0,1), \mathcal{L} \in \mathfrak{G}_{s}(\lambda, \Lambda)$, and $\Omega \subset \mathbb{R}^{n}$ be any bounded domain. Let $u \in C_{\mathrm{loc}}^{2 s+\varepsilon}(\Omega) \cap L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)$ for some $\varepsilon>0$ and $f \in L_{\mathrm{loc}}^{1}(\Omega)$.

Then, $u$ is a distributional solution to $\mathcal{L} u=f$ in $\Omega$ if and only if it is a strong solution.

Proof. The fact that if $u$ is a strong solution then it is a distributional solution follows directly from Lemma 2.2.28.

If $u$ is distributional, also from Lemma 2.2.28 we have

$$
\int_{\mathbb{R}^{n}} u \mathcal{L} \varphi=\int_{\Omega} \mathcal{L} u \varphi=\int_{\Omega} f \varphi \quad \text { for all } \quad \varphi \in C_{c}^{\infty}(\Omega)
$$

In particular, $\mathcal{L} u=f$ almost everywhere in $\Omega$, and $u$ is a strong solution as well. Notice that we also obtain that we must have $f \in L_{\text {loc }}^{\infty}(\Omega)$, by Lemma 2.2.4.

We observe that distributional solutions are also well behaved under convolution against a smooth mollifier. We denote by $\psi \in C_{c}^{\infty}\left(B_{1}\right)$ a smooth function with $\psi \geq 0$ and $\int_{\mathbb{R}^{n}} \psi=1$, and we define

$$
\begin{equation*}
\psi_{\delta}(x):=\delta^{-n} \psi\left(\frac{x}{\delta}\right) \tag{2.2.30}
\end{equation*}
$$

Then, we have:
Lemma 2.2.30. Let $s \in(0,1), \mathcal{L} \in \mathfrak{G}_{s}(\lambda, \Lambda)$, and let $u \in L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)$ for some $\varepsilon>0$ be a distributional solution to $\mathcal{L} u=f$ in $B_{1}$. Then the functions

$$
u_{\delta}:=u * \psi_{\delta}, \quad \text { and } \quad f_{\delta}:=f * \psi_{\delta},
$$

are $C^{\infty}\left(\mathbb{R}^{n}\right)$ and satisfy

$$
\begin{equation*}
\mathcal{L} u_{\delta}=f_{\delta} \quad \text { in } \quad B_{1-\delta} \tag{2.2.31}
\end{equation*}
$$

in the strong sense.
Proof. First observe that if $u \in L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)$ then $u_{\varepsilon} \in L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)$ as well. Hence, we can evaluate, for any $\varphi \in C_{c}^{\infty}\left(B_{1}\right)$,

$$
\begin{aligned}
\int_{\mathbb{R}^{n}} u_{\varepsilon} \mathcal{L} \varphi & =\int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} u(x-y) \psi_{\varepsilon}(y) d y \mathcal{L} \varphi(x) d x \\
& =\int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} u(x-y) \mathcal{L} \varphi(x) d x \psi_{\varepsilon}(y) d y \\
& =\int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} f(x-y) \varphi(x) d x \psi_{\varepsilon}(y) d y \\
& =\int_{\mathbb{R}^{n}} f_{\varepsilon} \varphi .
\end{aligned}
$$

Finally, since $u_{\varepsilon}$ is smooth and it satisfies 2.2 .31 in the distributional sense, by Corollary 2.2.29 it also satisfies it in the strong sense.

Remark 2.2.31. In the whole space, the previous lemma says that if $\mathcal{L} u=f$ distributionally in $\mathbb{R}^{n}$, then $\mathcal{L} \tilde{u}=\tilde{f}$ in the strong sense in $\mathbb{R}^{n}$, where

$$
\tilde{u}=u * \zeta, \quad \tilde{f}=f * \zeta,
$$

for $\zeta \in C^{\infty}\left(\mathbb{R}^{n}\right)$ with $\zeta \geq 0$ and $\int_{\mathbb{R}^{n}} \zeta=1$.
In particular, we have shown that distributional solutions can be approximated by strong solutions.

Let us finish this subsection by showing that, when they are in the appropriate space, distributional and weak solutions are equivalent:

Lemma 2.2.32. Let $s \in(0,1), \mathcal{L} \in \mathfrak{G}_{s}(\lambda, \Lambda), \Omega \subset \mathbb{R}^{n}$ be any bounded domain, and $f \in L^{p}(\Omega)$ for $p \geq \frac{2 n}{n+2 s}$ and $n>2 s$. Let $u \in L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)$ for some $\varepsilon>0$ be satisfying (2.2.21).

Then, $\mathcal{L} u=f$ in $\Omega$ in the weak sense (see Definition 2.2.19) if and only if it satisfies it in the distributional sense (see Definition 2.2.25).

Proof. We assume here, for notational simplicity, that $K(d y)=K(y) d y$. It is enough to show

$$
\langle u, \varphi\rangle_{K}=\int_{\mathbb{R}^{n}} u \mathcal{L} \varphi \quad \text { for all } \quad \varphi \in C_{c}^{\infty}(\Omega)
$$

To do so, let us fix some $\varphi \in C_{c}^{\infty}(\Omega)$, and let

$$
2 \eta:=\operatorname{dist}\left(\operatorname{supp} \varphi, \mathbb{R}^{n} \backslash \Omega\right) .
$$

Let us regularize $u$, by considering $u_{\delta}:=u * \psi_{\delta}$ for some smooth mollifier as in 2.2.30 with $\psi \in C_{c}^{\infty}\left(B_{1}\right)$, and with $\delta \leq \eta$.

We denote

$$
w(x, y, z)=(u(x-z)-u(y-z)) \psi_{\delta}(z)(\varphi(x)-\varphi(y)) K(x-y) .
$$

Then $w \in L^{1}(D)$ where $D:=\left[\mathbb{R}^{2 n} \backslash\left(\Omega^{c} \times \Omega^{c}\right)\right] \times \mathbb{R}^{n} \subset \mathbb{R}^{3 n}$. Indeed, if we define $\Omega_{\eta}:=\left\{x \in \Omega: \operatorname{dist}\left(x, \mathbb{R}^{n} \backslash \Omega\right) \geq \eta\right\}$, we have

$$
\begin{aligned}
\|w\|_{L^{1}(D)} & \leq \iint_{\mathbb{R}^{2 n} \backslash\left(\Omega_{\eta}^{c}\right)^{2}} \int_{B_{\delta}}|w(x, y, z)| d z d x d y \\
& \leq \int_{B_{\delta}} \psi_{\delta}(z)\langle u(\cdot-z), u(\cdot-z)\rangle_{K, \Omega_{\eta}} d z+\int_{B_{\delta}} \psi_{\delta}(z)\langle\varphi, \varphi\rangle_{K} d z,
\end{aligned}
$$

where we have used $a b \leq \frac{1}{2} a^{2}+\frac{1}{2} b^{2}$ with $a=u(x-z)-u(y-z)$ and $b=$ $\varphi(x)-\varphi(y)$, and the fact that $\varphi$ is supported in $\Omega_{\eta}$. Now, since $\Omega_{\eta}+z \subset \Omega$ for $z \in B_{\delta}$ and $\delta \leq \eta$, by changing variables $x-z \mapsto x$ and $y-z \mapsto y$ we know

$$
\langle u(\cdot-z), u(\cdot-z)\rangle_{K, \Omega_{\eta}} \leq\langle u, u\rangle_{K, \Omega}<\infty .
$$

Together with $\langle\varphi, \varphi\rangle_{K}<\infty$ (see Lemma 2.2.17) and $\int \psi_{\delta}=1$ we obtain that $w \in L^{1}(D)$. We can therefore apply Fubini to derive the following (also using that $\psi_{\delta}(-z)=\psi_{\delta}(z)$ for $\left.z \in B_{\delta}\right)$

$$
\begin{equation*}
\left\langle u_{\delta}, \varphi\right\rangle_{K}=\left\langle u_{\delta}, \varphi\right\rangle_{K ; \Omega_{\eta}}=\left\langle u, \varphi_{\delta}\right\rangle_{K ; \Omega}=\left\langle u, \varphi_{\delta}\right\rangle_{K} . \tag{2.2.32}
\end{equation*}
$$

We have used again that $\varphi$ is supported in $\Omega_{\eta}$ and hence $\varphi_{\delta}$ is supported in $\Omega$ for $\delta<\eta$.

Observe that $\left\langle u_{\delta}, u_{\delta}\right\rangle_{K ; \Omega_{\eta}} \leq\langle u, u\rangle_{K ; \Omega}<\infty$ by Hölder's inequality (together with the previous arguments) and so $u_{\delta}$ is a weak solution in $\Omega_{\eta}$. Since it is also smooth, by Lemma 2.2 .23 it is also a strong solution, and

$$
\begin{equation*}
\left\langle u_{\delta}, \varphi\right\rangle_{K}=\int_{\mathbb{R}^{n}} \mathcal{L} u_{\delta} \varphi=\int_{\mathbb{R}^{n}} u_{\delta} \mathcal{L} \varphi, \tag{2.2.33}
\end{equation*}
$$

where in the last inequality we are using that $u_{\delta}$ is a distributional solution as well (see Corollary 2.2.29). Finally, since

$$
\left\langle u, \varphi_{\delta}-\varphi\right\rangle_{K} \leq C\langle u, u\rangle_{K ; \Omega}\left[\varphi_{\delta}-\varphi\right]_{H^{s}\left(\mathbb{R}^{n}\right)} \downarrow 0 \quad \text { as } \quad \delta \downarrow 0,
$$

combined with (2.2.32)-(2.2.33) we obtain

$$
\langle u, \varphi\rangle_{K}=\lim _{\delta \downarrow 0}\left\langle u, \varphi_{\delta}\right\rangle_{K}=\lim _{\delta \downarrow 0} \int_{\mathbb{R}^{n}} u_{\delta} \mathcal{L} \varphi=\int_{\mathbb{R}^{n}} u \mathcal{L} \varphi .
$$

Since $\varphi$ is arbitrary, we get the desired result.
Finally, as a corollary we have that distributional, weak, and strong solutions are all equivalent notions for functions in the appropriate space:
Corollary 2.2.33. Let $s \in(0,1)$ and let $\mathcal{L} \in \mathfrak{G}_{s}(\lambda, \Lambda)$. Let $\Omega \subset \mathbb{R}^{n}$ be any bounded domain and let $f \in L^{p}(\Omega)$ for $p \geq \frac{2 n}{n+2 s}$ and $n>2 s$. Let $u \in C_{\mathrm{loc}}^{2 s+\varepsilon}(\Omega) \cap L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)$ for some $\varepsilon>0$ be satisfying (2.2.21).

Then, $\mathcal{L} u=f$ in $\Omega$ in the distributional sense (see Definition 2.2.25) if and only if it satisfies it in the weak sense (see Definition 2.2.19), and if and only if it satisfies it in the strong sense.

Proof. It is now the result of combining Lemma 2.2.23, Corollary 2.2.29, and Lemma 2.2.32.
2.2.7. Stability of distributional solutions. The next result establishes the stability under $L^{1}$ convergence of distributional solutions $\mathcal{L} u=f$.

In order to prove it, we use the following version of Vitali's convergence theorem, that we state here for the convenience of the reader (see [21, Corollary 4.5.5]):
Theorem 2.2.34 (Vitali's Convergence Theorem). Let $g_{k}, g \in L^{1}\left(\mathbb{R}^{n}\right)$ with $k \in \mathbb{N}$ be such that $g_{k}(x) \rightarrow g(x)$ for a.e. $x \in \mathbb{R}^{n}$. Then, the convergence of $g_{k}$ to $g$ in $L^{1}\left(\mathbb{R}^{n}\right)($ as $k \rightarrow \infty)$ is equivalent to the following:

$$
\begin{equation*}
\lim _{|E| \rightarrow 0} \sup _{k \in \mathbb{N}} \int_{E}\left|g_{k}\right|=0 \tag{2.2.34}
\end{equation*}
$$

and, for every $\varepsilon>0$, there exists a Borel set $E_{\varepsilon}$ with $\left|E_{\varepsilon}\right|<\infty$ such that

$$
\begin{equation*}
\sup _{k \in \mathbb{N}} \int_{\mathbb{R}^{n} \backslash E_{\varepsilon}}\left|g_{k}\right|<\varepsilon . \tag{2.2.35}
\end{equation*}
$$

In the previous statement the first condition is immediately satisfied if $g_{k}$ are all uniformly bounded in $k$, and the second condition is the tightness of the measures $\left|g_{k}(x)\right| d x$.

We will also use Prokhorov's Theorem (see [21, Theorem 8.6.2] or [105, Theorem 2.1.11]).
Theorem 2.2.35 (Prokhorov's Theorem). Let $\mathcal{A} \subset \mathcal{P}\left(\mathbb{R}^{n}\right)$ be any family of probability measures. Then, the following are equivalent:
(i) For every sequence $\left(\mu_{k}\right)_{k \in \mathbb{N}}$ with $\mu_{k} \in \mathcal{A}$ there exists a subsequence $\left(\mu_{k_{i}}\right)_{i \in \mathbb{N}}$ such that $\mu_{k_{i}} \rightharpoonup \mu$ as $i \rightarrow \infty$ for some $\mu \in \mathcal{P}\left(\mathbb{R}^{n}\right)$.
(ii) For every $\varepsilon>0$ there exists a compact set $K_{\varepsilon} \subset \mathbb{R}^{n}$ such that $\mu\left(K_{\varepsilon}\right)>1-\varepsilon$ for all $\mu \in \mathcal{A}$.

Let us now prove the stability of distributional solutions:
Proposition 2.2.36 (Stability of distributional solutions). Let $s \in(0,1)$ and let, for each $k \in \mathbb{N}, \mathcal{L}_{k} \in \mathfrak{G}_{s}(\lambda, \Lambda)$. Let $\Omega \subset \mathbb{R}^{n}$ be any bounded domain.

Let $u_{k} \in L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)$ with $\sup _{k \in \mathbb{N}}\left\|u_{k}\right\|_{L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)}<\infty$ for some $\varepsilon>0$ and $f_{k} \in L_{\mathrm{loc}}^{1}(\Omega)$ with

$$
u_{k} \rightarrow u \quad \text { in } \quad L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{n}\right) \quad \text { and } \quad f_{k} \rightarrow f \quad \text { in } \quad L_{\mathrm{loc}}^{1}(\Omega)
$$

for some $u \in L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)$ and $f \in L_{\mathrm{loc}}^{1}(\Omega)$, be such that

$$
\mathcal{L}_{k} u_{k}=f_{k} \quad \text { in } \quad \Omega \quad\left(\text { resp. } \mathcal{L}_{k} u_{k} \leq f_{k} \quad \text { in } \Omega\right)
$$

in the distributional sense. Then, there exists some $\mathcal{L} \in \mathfrak{G}_{s}(\lambda, \Lambda)$ such that

$$
\mathcal{L} u=f \quad \text { in } \quad \Omega \quad(\text { resp. } \mathcal{L} u \leq f \quad \text { in } \Omega \text { ) }
$$

in the distributional sense.
Proof. Let $\varphi \in C_{c}^{\infty}(\Omega)$ arbitrary, so that

$$
\int_{\mathbb{R}^{n}} u_{k} \mathcal{L}_{k} \varphi=\int_{\Omega} f_{k} \varphi \quad\left(\text { resp. } \varphi \geq 0 \text { and } \int_{\mathbb{R}^{n}} u_{k} \mathcal{L}_{k} \varphi \leq \int_{\Omega} f_{k} \varphi\right)
$$

Observe, first, that since $f_{k} \in L_{\mathrm{loc}}^{1}(\Omega)$ are converging to $f \in L_{\mathrm{loc}}^{1}(\Omega)$ in $L_{\text {loc }}^{1}(\Omega)$, we immediately have

$$
\int_{\Omega} f_{k} \varphi \rightarrow \int_{\Omega} f \varphi
$$

We want to show

$$
\begin{equation*}
\int_{\mathbb{R}^{n}} u_{k} \mathcal{L}_{k} \varphi \rightarrow \int_{\mathbb{R}^{n}} u \mathcal{L} \varphi \tag{2.2.36}
\end{equation*}
$$

for some $\mathcal{L} \in \mathfrak{G}_{s}(\lambda, \Lambda)$. In order to do that, let us consider the sequence of measures

$$
\mu_{k}(d y):=c_{k} \min \left\{1,|y|^{2}\right\} K_{k}(d y),
$$

where $K_{k}$ are the Lévy measures of $\mathcal{L}_{k}$ and $c_{k}$ are chosen so that $\mu_{k}$ is a probability measure, $\mu_{k} \in \mathcal{P}\left(\mathbb{R}^{n}\right)$. From the ellipticity conditions, we know that $c_{k}$ remains uniformly bounded and positive (recall that we are assuming 2.1.28) and we have 2.1.26) and (2.2.2). Moreover, from (2.2.1), for any $\delta>0$ we can find $R \geq 1$ such that

$$
\int_{B_{R}} \mu_{k}(d y)>1-\delta,
$$

where $R$ is independent of $k$. By Prokhorov's Theorem (see Theorem 2.2.35), there exists a subsequence $\mu_{k_{m}}$ converging weakly $\mu_{k_{m}} \rightharpoonup \mu$ for some $\mu \in$
$\mathcal{P}\left(\mathbb{R}^{n}\right)$. In particular, up to a further subsequence if necessary, we can assume $c_{k} \rightarrow c_{\infty}>0$ and we can define a measure

$$
K(d y)=\frac{\mu(d y)}{c_{\infty} \min \left\{1,|y|^{2}\right\}},
$$

that will satisfy both properties (2.1.25)-2.1.26) in the limit by weak convergence outside of the origin (in fact, it will satisfy (2.1.25)-(2.1.26) for some measure in the limit).

Hence, for any $x \in \mathbb{R}^{n}$ (and using that $\varphi$ is smooth),

$$
\begin{aligned}
\mathcal{L}_{k} \varphi(x) & =\frac{1}{2} \int_{\mathbb{R}^{n}}(2 \varphi(x)-\varphi(x+y)-\varphi(x-y)) K_{k}(d y) \\
& =\frac{1}{2} \int_{\mathbb{R}^{n}} \frac{2 \varphi(x)-\varphi(x+y)-\varphi(x-y)}{c_{k} \min \left\{1,|y|^{2}\right\}} c_{k} \min \left\{1,|y|^{2}\right\} K_{k}(d y) \\
& \rightarrow \frac{1}{2} \int_{\mathbb{R}^{n}}(2 \varphi(x)-\varphi(x+y)-\varphi(x-y)) K(d y)
\end{aligned}
$$

and $\mathcal{L}_{k} \varphi(x) \rightarrow \mathcal{L} \varphi(x)$ pointwise for all $x \in \mathbb{R}^{n}$. We want to apply Vitali's Convergence Theorem (Theorem 2.2.34) to $g_{k}=u_{k} \mathcal{L}_{k} \varphi$ which satisfies $g_{k}(x) \rightarrow g(x)=u(x) \mathcal{L} \varphi(x)$ for a.e. $x \in \mathbb{R}^{n}$, and $g_{k}, g \in L^{1}\left(\mathbb{R}^{n}\right)$ by Lemma 2.2.11 (with bounds independent of $k \in \mathbb{N}$ ).

Observe that, on the one hand, we have by Lemma 2.2.11
$\left|g_{k}(x)\right|=\left|u_{k}(x) \mathcal{L}_{k} \varphi(x)\right| \leq C\left(1+|x|^{2 s-\varepsilon}\right)(1+|x|)^{-2 s} \leq C \quad$ for all $\quad x \in \mathbb{R}^{n}$, for some constant $C$ independent of $k$. That is, condition (2.2.34) holds, since $u_{k} \mathcal{L}_{k} \varphi$ is uniformly bounded.

On the other hand, and again thanks to Lemma 2.2.11, we also have that

$$
\int_{\mathbb{R}^{n} \backslash B_{r}}\left|g_{k}\right| \leq C \int_{\mathbb{R}^{n} \backslash B_{r}}\left(1+|x|^{2 s-\varepsilon}\right)\left|\mathcal{L}_{k} \varphi\right| \leq C(1+r)^{-\varepsilon} \quad \text { for any } \quad r>0,
$$

and some $C$ independent of $k$. That is, condition (2.2.35) also holds.
Hence, we can apply Theorem 2.2 .34 to the sequence $g_{k}$ to deduce that $g_{k} \rightarrow g$ in $L^{1}\left(\mathbb{R}^{n}\right)$ and (2.2.36) is satisfied, as we wanted to see.

### 2.3. Maximum principle

Super- and subsolutions to equations of the form $\mathcal{L} u=0$ satisfy a maximum principle and a comparison principle.

As for the classical case of the Laplacian $-\Delta$, the maximum principle essentially relies on the fact that $\mathcal{L} u\left(x_{\circ}\right) \geq 0$ whenever $u$ has a maximum at $x_{0}$. For local equations this is true for any local maximum, while in the nonlocal setting this is only true when $u$ has a global maximum at $x_{\circ}$. In this
case, the inequality $\mathcal{L} u\left(x_{\circ}\right) \geq 0$ follows simply from the integral expression of $\mathcal{L}$ and the fact that $u\left(x_{\circ}\right) \geq u\left(x_{\circ} \pm y\right)$ for any ${ }^{13} y \in \mathbb{R}^{n}$.

The previous considerations work when $u$ is regular enough, so that $\mathcal{L} u$ can be evaluated (see Lemma 2.2.4). In the following, we first show how the proof for strong solutions works, and then we prove the maximum principle for weak solutions, and for continuous distributional solutions as well.
2.3.1. Maximum principle for strong solutions. We start by proving the maximum principle and its consequences for strong solutions with general integro-differential operators. The proofs here follow similarly to those for the fractional Laplacian (see Section 1.5).

Lemma 2.3.1 (Maximum Principle for strong solutions). Let $s \in(0,1)$ and $\mathcal{L} \in \mathfrak{G}_{s}(\lambda, \Lambda)$. Let $\Omega \subset \mathbb{R}^{n}$ be any bounded open set, and $u \in C_{\text {loc }}^{2 s+\varepsilon}(\Omega) \cap$ $C(\bar{\Omega}) \cap L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)$ for some $\varepsilon>0$. Let us assume that

$$
\left\{\begin{array}{rll}
\mathcal{L} u & \geq 0 & \text { in } \\
u & \geq 0 & \text { in } \\
\mathbb{R}^{n} \backslash \Omega
\end{array}\right.
$$

Then, $u \geq 0$ in $\mathbb{R}^{n}$.
Proof. Let us suppose that it is not true, and that $\inf _{\mathbb{R}^{n}} u=u\left(x_{\circ}\right)<0$ for some $x_{\circ} \in \Omega$ (which is achieved inside $\Omega$ by continuity of $u$ and the fact that $u \geq 0$ in $\left.\mathbb{R}^{n} \backslash \Omega\right)$.

Since $K \not \equiv 0$, there exists some $\boldsymbol{e} \in \mathbb{S}^{n-1}$ and $\varepsilon>0$ such that

$$
\begin{equation*}
\int_{B_{\varepsilon / 2}(\varepsilon \boldsymbol{e})} K(d y)>0 \tag{2.3.1}
\end{equation*}
$$

(in other words, take $\varepsilon \boldsymbol{e} \in \operatorname{supp}(K)$ ).
Since $x_{\circ} \in \Omega$ is a minimum,

$$
\mathcal{L} u\left(x_{\circ}\right)=\text { P.V. } \int_{\mathbb{R}^{n}}\left(u\left(x_{\circ}\right)-u\left(x_{\circ}+y\right)\right) K(d y) \leq 0 .
$$

Now, if $\mathcal{L} u\left(x_{\circ}\right)<0$, we get a contradiction. Otherwise, from 2.3.1) there exists some $x_{1} \in x_{\circ}+B_{\varepsilon / 2}(\varepsilon \boldsymbol{e})$ such that $u\left(x_{1}\right)=u\left(x_{\circ}\right)<0$. In particular, $x_{1} \in \Omega$ and $\mathcal{L} u\left(x_{1}\right) \leq 0$.

We continue recursively: either $\mathcal{L} u\left(x_{1}\right)<0$ and we get a contradiction, or we can find $x_{2} \in x_{1}+B_{\varepsilon / 2}(\varepsilon \boldsymbol{e})$ such that $u\left(x_{2}\right)=u\left(x_{\circ}\right)<0$. After finitely many steps, we will get either a point $x_{i} \in \Omega$ such that $\mathcal{L} u\left(x_{i}\right)<0$, or $x_{i} \notin \Omega$ (since $\Omega$ is bounded), in both cases getting a contradiction.

[^15]As a consequence we obtain the comparison principle for strong solutions.

Corollary 2.3.2 (Comparison Principle for strong solutions). Let $s \in(0,1)$ and let $\mathcal{L} \in \mathfrak{G}_{s}(\lambda, \Lambda)$. Let $\Omega \subset \mathbb{R}^{n}$ be any bounded open set, and let $u_{1}, u_{2} \in$ $C_{\text {loc }}^{2 s+\varepsilon}(\Omega) \cap C(\bar{\Omega}) \cap L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)$ for some $\varepsilon>0$. Let us assume that

$$
\left\{\begin{array}{rlll}
\mathcal{L} u_{1} & \geq \mathcal{L} u_{2} & \text { in } \Omega \\
u_{1} & \geq u_{2} & \text { in } & \mathbb{R}^{n} \backslash \Omega .
\end{array}\right.
$$

Then $u_{1} \geq u_{2}$ in $\mathbb{R}^{n}$.
Proof. This is an immediate consequence of Lemma 2.3.1, applied to $w:=$ $u_{1}-u_{2}$.

As a consequence of the previous result we also obtain the uniqueness of strong solutions, as in Corollary 1.5.3.
2.3.2. Maximum principle for weak solutions. Let us now prove the maximum principle for weak solutions.

Lemma 2.3.3 (Maximum Principle for weak solutions). Let $s \in(0,1)$ and let $\mathcal{L} \in \mathfrak{G}_{s}(\lambda, \Lambda)$. Let $\Omega \subset \mathbb{R}^{n}$ be any bounded open set, and let $u$ be a weak supersolution $\mathcal{L} u \geq 0$ (see Definition 2.2.19) with $u \geq 0$ in $\mathbb{R}^{n} \backslash \Omega$.

Then, $u \geq 0$ in $\mathbb{R}^{n}$.
Proof. By the definition of a weak supersolution we know that (recall (2.2.15)

$$
\langle u, \varphi\rangle_{K} \geq 0
$$

for all $\varphi \in H^{s}\left(\mathbb{R}^{n}\right)$ with $\varphi \equiv 0$ in $\mathbb{R}^{n} \backslash \Omega$ and $\varphi \geq 0$ in $\mathbb{R}^{n}$. Let us denote $u=$ $u^{+}-u^{-}$where $u^{+}=\max \{u, 0\}$ and $u^{-}=\max \{-u, 0\}$ are the positive and negative parts of $u$ respectively. Take $\varphi(x)=u^{-}(x)$, which by assumption satisfies $u^{-}(x)=0$ in $\mathbb{R}^{n} \backslash \Omega$. Moreover, since $\left|a^{-}-b^{-}\right| \leq|a-b|$ (recall Definition 2.2.18)

$$
\left[u^{-}\right]_{H^{s}\left(\mathbb{R}^{n}\right)}^{2} \asymp\left\langle u^{-}, u^{-}\right\rangle_{K}=\left\langle u^{-}, u^{-}\right\rangle_{K ; \Omega} \leq\langle u, u\rangle_{K ; \Omega}<\infty,
$$

where we have used Lemma 2.2.17 and that $u$ satisfies 2.2.21.
Using now $\left(u^{+}(x)-u^{+}(z)\right)\left(u^{-}(x)-u^{-}(z)\right) \leq 0$, gives

$$
0 \leq-\left\langle u^{-}, u^{-}\right\rangle_{K}=-\iint_{\mathbb{R}^{n} \times \mathbb{R}^{n}}\left|u^{-}(x+y)-u^{-}(x)\right|^{2} K(d y) d x .
$$

In particular, for a.e. $y \in \operatorname{supp}(K)$ and for a.e. $x \in \mathbb{R}^{n}, u^{-}(x)=$ $u^{-}(x+y)$. Since $K \not \equiv 0$ (and $K \neq \delta_{0}$ ) and $u^{-}=0$ in $\mathbb{R}^{n} \backslash \Omega$, this implies $u^{-} \equiv 0$ in $\mathbb{R}^{n}$ and hence $u \geq 0$ in $\mathbb{R}^{n}$, as we wanted to see.

We also obtain the comparison principle:

Corollary 2.3.4 (Comparison Principle for weak solutions). Let $s \in(0,1)$ and let $\mathcal{L} \in \mathfrak{G}_{s}(\lambda, \Lambda)$. Let $\Omega \subset \mathbb{R}^{n}$ be any bounded open set, and let $u_{1}$ and $u_{2}$ be such that

$$
\left\{\begin{array}{rlll}
\mathcal{L} u_{1} & \geq \mathcal{L} u_{2} & \text { in } \Omega, \\
u_{1} & \geq u_{2} & \text { in } \mathbb{R}^{n} \backslash \Omega,
\end{array}\right.
$$

in the weak sense. Then $u_{1} \geq u_{2}$ in $\mathbb{R}^{n}$.
Proof. Follows from Lemma 2.3.3 applied to $w:=u_{1}-u_{2}$.
Again, from the previous result we obtain the uniqueness of weak solutions.

### 2.3.3. Maximum principle for continuous distributional solutions.

 Finally, let us prove a maximum principle for distributional solutions. In this case, we need to add the condition that the functions are continuous up to the boundary of the domain:Lemma 2.3.5 (Maximum Principle for distributional solutions). Let $s \in$ $(0,1)$ and $\mathcal{L} \in \mathfrak{G}_{s}(\lambda, \Lambda)$. Let $\Omega \subset \mathbb{R}^{n}$ be any bounded open set, and $u$ be a supersolution in the distributional sense $\mathcal{L} u \geq 0$ (see Definition 2.2.25) with $u \geq 0$ in $\mathbb{R}^{n} \backslash \Omega$. Let us assume, moreover, that $u \in C(\bar{\Omega})$. Then $u \geq 0$ in $\mathbb{R}^{n}$.

Proof. Let us argue by contradiction, and let us assume that $u<0$ somewhere in $\Omega$. Let $-A=\min _{x \in \Omega} u(x)<0$, and let $\Omega_{A}:=\{x \in \Omega: u(x)<$ $-A / 2\}$. Then $\Omega_{A} \subset \subset \Omega$ and $\operatorname{dist}\left(\Omega_{A}, \mathbb{R}^{n} \backslash \Omega\right)=: \delta_{A}>0$ (since $u$ is continuous).

Let $\psi \in C_{c}^{\infty}\left(B_{1}\right)$ be a mollifier $\left(\psi \geq 0, \int_{\mathbb{R}^{n}} \psi=1\right)$, and let $\psi_{\varepsilon}(x)=$ $\varepsilon^{-n} \psi(x / \varepsilon)$ be its rescalings. Then, choose $\varepsilon \leq \delta_{A}$ such that $\min _{x \in \Omega} u_{\varepsilon} \leq$ $-5 A / 6$, and $u_{\varepsilon} \geq-3 A / 4$ in $\mathbb{R}^{n} \backslash \Omega_{A}$ where $u_{\varepsilon}=u * \psi_{\varepsilon}$. Then $u_{\varepsilon}$ is a function such that $u_{\varepsilon} \geq-3 A / 4$ in $\mathbb{R}^{n} \backslash \Omega_{A}, \mathcal{L} u_{\varepsilon} \geq 0$ in $\Omega_{A}$ (by Lemma 2.2.30), but $u \leq-5 A / 6$ somewhere in $\Omega_{A}$. Since now $u_{\varepsilon}$ is smooth, this contradicts the maximum principle for strong solutions, Lemma 2.3.1, applied to $u_{\varepsilon}-$ $3 A / 4$.

Remark 2.3.6. As we will see in Section 2.4, when $f \in L^{p}$ and $p>\frac{n}{2 s}$, distributional solutions are Hölder continuous in $\Omega$, so in that case the assumption $u \in C(\bar{\Omega})$ is a condition only on the boundary $\partial \Omega$.

Remark 2.3.7. The continuity assumption in $\bar{\Omega}$ is very important, otherwise there are distributional solutions like

$$
u(x)=\left(1-|x|^{2}\right)_{+}^{s-1} \quad \text { in } \quad \mathbb{R}^{n}
$$

which satisfy $(-\Delta)^{s} u=0$ in $B_{1}$ and $u=0$ in $\mathbb{R}^{n} \backslash B_{1}$, but $u \not \equiv 0$. In this case, $u$ is a distributional solution (in the relaxed sense of Remark 2.2.27, $u \in L^{1}\left(\mathbb{R}^{n}\right)$ ), but $u \notin H^{s}\left(\mathbb{R}^{n}\right)$, so it is not a weak solution in $B_{1}$.

The previous function $u$ is analogous to the solution $u=\chi_{\Omega}$ for $s=1$, which satisfies $\Delta u=0$ inside $\Omega, u=0$ on $\partial \Omega$, but $u \not \equiv 0$ in $\Omega$.

Again we have a comparison principle as well:
Corollary 2.3.8 (Comparison Principle for distributional solutions). Let $s \in(0,1)$ and $\mathcal{L} \in \mathfrak{G}_{s}(\lambda, \Lambda)$. Let $\Omega \subset \mathbb{R}^{n}$ be any bounded open set, and let $u_{1}$ and $u_{2}$ be such that

$$
\left\{\begin{array}{rll}
\mathcal{L} u_{1} & \geq \mathcal{L} u_{2} & \text { in } \Omega, \\
u_{1} & \geq u_{2} & \text { in } \mathbb{R}^{n} \backslash \Omega,
\end{array}\right.
$$

in the distributional sense. Assume, moreover, that $u_{1}, u_{2} \in C(\bar{\Omega})$. Then, $u_{1} \geq u_{2}$ in $\mathbb{R}^{n}$.

Proof. Follows as the proof of Corollary 2.3 .4
2.3.4. $L^{\infty}$ bounds. As a direct consequence of the maximum principle for weak solutions, and by means of a barrier argument, we next prove an $L^{\infty}$ bound for solutions to the Dirichlet problem with bounded right-hand side:

Lemma 2.3.9. Let $s \in(0,1)$ and $\mathcal{L} \in \mathfrak{G}_{s}(\lambda, \Lambda)$. Let $\Omega \subset \mathbb{R}^{n}$ be any bounded open set, $f \in L^{\infty}(\Omega)$, and $g \in L^{\infty}\left(\mathbb{R}^{n} \backslash \Omega\right)$.

Let $u$ be a weak solution to

$$
\left\{\begin{aligned}
\mathcal{L} u & =f & & \text { in } \Omega \\
u & =g & & \text { in } \mathbb{R}^{n} \backslash \Omega .
\end{aligned}\right.
$$

Then, $u \in L^{\infty}(\Omega)$ with

$$
\|u\|_{L^{\infty}(\Omega)} \leq\|g\|_{L^{\infty}\left(\mathbb{R}^{n} \backslash \Omega\right)}+C\|f\|_{L^{\infty}(\Omega)},
$$

for some constant $C$ depending only on $n, s, \lambda, \Lambda$, and $\operatorname{diam}(\Omega)$.
In order to prove it, we use the following simple barrier:
Lemma 2.3.10. Let $s \in(0,1)$ and $\mathcal{L} \in \mathfrak{G}_{s}(\lambda, \Lambda)$. Let $\Omega \subset \mathbb{R}^{n}$ be any bounded open set. Then, there exists a function $w \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$ such that

$$
\left\{\begin{aligned}
\mathcal{L} w & \geq 1 \\
w & \text { in } \Omega \\
w & \leq C \\
\text { in } & \mathbb{R}^{n} \backslash \Omega, \\
& \text { in } \Omega
\end{aligned}\right.
$$

for some constant $C$ depending only on $\lambda, \Lambda, n, s$, and $\operatorname{diam}(\Omega)$.

Proof. Let $B_{R}$ be any large ball such that $\Omega \subset B_{R}$, and let

$$
\eta(x):=\left(M^{2}-|x|^{2}\right)_{+},
$$

with $M=3 R$. Observe that, for each $x \in B_{R}$, we will have

$$
2 \eta(x)-\eta(x+y)-\eta(x-y) \geq|y|^{2} \quad \text { for } \quad|y|<2 R
$$

while

$$
2 \eta(x)-\eta(x+y)-\eta(x-y) \geq 0 \quad \text { for } \quad|y|>2 R,
$$

since $|x|<R$ and $|x \pm y|>R$. Therefore,

$$
\mathcal{L} \eta(x) \geq \frac{1}{2} \int_{B_{2 R}}|y|^{2} K(d y) \geq c>0
$$

where we have used the lower bound 2.1 .26 on ellipticity. The constant $c$ depends only on $\lambda, n, s$, and $R$, which in turn can be taken to be (after a translation) $R=2 \operatorname{diam}(\Omega)$.

Hence, by taking $w=\frac{1}{c} \eta$, we obtain the desired result, with $C=\frac{1}{c}$.
Thanks to the previous barrier and by the comparison principle, we obtain:

Proof of Lemma 2.3.9, Let $v(x)=\|g\|_{L^{\infty}\left(\mathbb{R}^{n} \backslash \Omega\right)}+\|f\|_{L^{\infty}(\Omega)} w(x)$, where $w$ is given by Lemma 2.3.10. Then, we clearly have $\mathcal{L} u \leq \mathcal{L} v$ in $\Omega$, and $g \leq v$ in $\mathbb{R}^{n} \backslash \Omega$. Thus, by the comparison principle, Corollary 2.3.4, we have $u \leq v$ in $\Omega$, and in particular, $u \leq\|g\|_{L^{\infty}\left(\mathbb{R}^{n} \backslash \Omega\right)}+C\|f\|_{L^{\infty}(\Omega)}$ in $\Omega$.

Applying the same argument to $-u$, the result follows.
More generally, when $f \in L^{p}(\Omega)$ with $p>\frac{n}{2 s}$ and $g \in L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n} \backslash \Omega\right)$, we also have an $L^{\infty}$ bound for weak solutions.

Proposition 2.3.11 ( $L^{\infty}$ bound with $L^{p}$ right-hand side). Let $s \in(0,1)$ and $\mathcal{L} \in \mathfrak{G}_{s}(\lambda, \Lambda)$. Let $\Omega \subset \mathbb{R}^{n}$ be any bounded open set, $f \in L^{p}(\Omega)$ for some $\frac{n}{2 s}<p \leq \infty$ with $p \geq 1$, and $g \in L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)$ for some $\varepsilon>0$ satisfying (2.2.21). Let $u$ be a weak solution of

$$
\left\{\begin{aligned}
\mathcal{L} u & =f & & \text { in } \Omega \\
u & =g & & \text { in } \mathbb{R}^{n} \backslash \Omega .
\end{aligned}\right.
$$

Then, $u \in L^{\infty}(\Omega)$ with

$$
\|u\|_{L^{\infty}(\Omega)} \leq C\left(\|g\|_{L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)}+\|f\|_{L^{p}(\Omega)}\right),
$$

for some constant $C$ depending only on $n, s, \lambda, \Lambda, p, \varepsilon$, and $\operatorname{diam}(\Omega)$.
We first prove the following intermediate lemma:

Lemma 2.3.12. Let $T>0$ and $\beta \geq 1$. Then,

$$
\left|a_{T}^{\beta} a-b_{T}^{\beta} b\right|^{2} \leq(1+\beta)^{2}(a-b)\left(a_{T}^{2 \beta} a-b_{T}^{2 \beta} b\right) \quad \text { for all } \quad a, b \in \mathbb{R},
$$

where we denote $a_{T}:=\min \{|a|, T\}$ for any $a \in \mathbb{R}$.
Proof. Let $f_{\beta}(t):=t_{T}^{\beta} t$, which satisfies $f_{\beta}^{\prime}(t)=T^{\beta}$ if $|t|>T$ and $f_{\beta}^{\prime}(t)=$ $(\beta+1)|t|^{\beta}$ if $|t|<T$. In particular

$$
\begin{equation*}
t_{T}^{\beta} \leq f_{\beta}^{\prime}(t) \leq(\beta+1) t_{T}^{\beta} \tag{2.3.2}
\end{equation*}
$$

Using now

$$
\left|f_{\beta}(a)-f_{\beta}(b)\right|^{2}=\left(\int_{a}^{b} f_{\beta}^{\prime}(t) d t\right)^{2} \leq|a-b|\left|\int_{a}^{b}\left(f_{\beta}^{\prime}\right)^{2}(t) d t\right|
$$

Together with 2.3.2 we get

$$
\begin{aligned}
\left|f_{\beta}(a)-f_{\beta}(b)\right|^{2} & \leq(\beta+1)^{2}|a-b|\left|\int_{a}^{b} f_{2 \beta}^{\prime}(t) d t\right| \\
& =(\beta+1)^{2}|a-b|\left|f_{2 \beta}(a)-f_{2 \beta}(b)\right|,
\end{aligned}
$$

which is the desired inequality.
We can now give the proof of the $L^{\infty}$ bound with $L^{p}$ right-hand side:
Proof of Proposition 2.3.11. Let us assume, for notational simplicity only, that $K(d y)=K(y) d y$. Let $R>0$ such that $\Omega \subset B_{R / 2}$ (after a translation we can take $R=\operatorname{diam}(\Omega))$. Let us then consider

$$
g_{1}:=g \chi_{\mathbb{R}^{n} \backslash B_{R}} \quad \text { and } \quad g_{2}=g-g_{1}=g \chi_{B_{R}} .
$$

In particular, $\left\|\mathcal{L} g_{1}\right\|_{L^{\infty}(\Omega)} \leq C\|g\|_{L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)}$ by Lemma 2.2 .4 . If we define $u_{1}=u-g_{1}$, then $u_{1}$ satisfies

$$
\left\{\begin{array}{rlll}
\mathcal{L} u_{1} & =h & & \text { in } \\
u_{1} & =g_{2} & \text { in } & \mathbb{R}^{n} \backslash \Omega
\end{array}\right.
$$

in the weak sense (notice that since $g$ satisfies (2.2.21), we have that $g_{2}$ satisfies (2.2.21) as well), where $h=f-\mathcal{L} g_{1}$ is such that $\|h\|_{L^{p}(\Omega)} \leq$ $\|f\|_{L^{p}(\Omega)}+C\|g\|_{L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)}$, and $\left\|g_{2}\right\|_{L^{\infty}\left(\mathbb{R}^{n}\right)} \leq C\|g\|_{L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n} \backslash \Omega\right)}$. Observe that $u=u_{1}$ in $\Omega$.

Let us split $u_{1}=v+w$ with $v$ a solution to

$$
\left\{\begin{aligned}
\mathcal{L} v & =h \\
v=0 & \text { in } \quad \text { in } \mathbb{R}^{n} \backslash \Omega .
\end{aligned}\right.
$$

given by Theorem 2.2 .24 (together with Remark 2.2 .22 for the case $n \leq 2 s$ ), and $w=u-v$. By Lemma 2.3.9 we already have an $L^{\infty}$ bound for $w$ (since $\mathcal{L} w=0$ in $\Omega$ and $w=g_{2}$ is bounded in $\mathbb{R}^{n} \backslash \Omega$ ), so let us find an $L^{\infty}$ bound
for $v$ as well. After dividing by a constant and rescaling the domain, we can assume that

$$
\begin{equation*}
\|h\|_{L^{p}(\Omega)} \leq 1 \quad \text { and } \quad|\Omega| \leq 1 . \tag{2.3.3}
\end{equation*}
$$

Let $\beta \geq 0, T \geq 1$, and let us denote $v_{T}:=\min \{|v|, T\}$, so that by Lemma 2.3.12 for all $x, z \in \mathbb{R}^{n}$,

$$
\frac{\left|v_{T}^{\beta}(x) v(x)-v_{T}^{\beta}(z) v(z)\right|^{2}}{(1+\beta)^{2}} \leq(v(x)-v(z))\left(v_{T}^{2 \beta}(x) v(x)-v_{T}^{2 \beta}(z) v(z)\right)
$$

Thus, integrating against $K(d y) d x$ with $z=x+y$ we get

$$
\begin{aligned}
& \frac{1}{(1+\beta)^{2}} \int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}}\left|v_{T}^{\beta}(x) v(x)-v_{T}^{\beta}(x+y) v(x+y)\right|^{2} K(d y) d x \leq \\
& \leq \int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}}(v(x)-v(x+y))\left(v_{T}^{2 \beta}(x) v(x)-v_{T}^{2 \beta}(x+y) v(x+y)\right) K(d y) d x .
\end{aligned}
$$

Since $v \in H^{s}\left(\mathbb{R}^{n}\right)$ with $v \equiv 0$ in $\mathbb{R}^{n} \backslash \Omega$, we have $v_{T}^{2 \beta} v \in H^{s}\left(\mathbb{R}^{n}\right)$ with $v_{T}^{2 \beta} v \equiv 0$ in $\mathbb{R}^{n} \backslash \Omega$ as well. Notice that the second term in the inequality above is the weak formulation of $\mathcal{L} v=h$ in $\Omega$, (2.2.25), taking $\varphi=v_{T}^{2 \beta} v$. On the other hand, the first term is comparable to $\left[v_{T}^{\beta} v\right]_{H^{s}\left(\mathbb{R}^{n}\right)}^{2}$ by Plancherel's theorem (see Lemma 2.2.17). In all, we have

$$
\left[v_{T}^{\beta} v\right]_{H^{s}\left(\mathbb{R}^{n}\right)}^{2} \leq C(1+\beta)^{2} \int_{\mathbb{R}^{n}} h v_{T}^{2 \beta} v
$$

for some constant $C$ depending only on $n, s$, and $\lambda$ (and independent of $\beta$ ). By the fractional Sobolev inequality, Theorem 2.2.13, and Hölder's inequality with $1=\frac{1}{p}+\frac{1}{p^{\prime}}$, we have

$$
\left\|v_{T}^{\beta} v\right\|_{L^{q}(\Omega)}^{2} \leq C(1+\beta)^{2}\|h\|_{L^{p}(\Omega)}\left\|v_{T}^{2 \beta} v\right\|_{L^{p^{\prime}}(\Omega)}
$$

where $q=\frac{2 n}{n-2 s}$. If we assume that the right-hand side is uniformly bounded in $T$, we can then let $T \uparrow \infty$ to obtain (recall 2.3 .3 )

$$
\left\|v^{1+\beta}\right\|_{L^{q}(\Omega)}^{2} \leq C(1+\beta)^{2}\left\|v^{1+2 \beta}\right\|_{L^{p^{\prime}}(\Omega)}
$$

whenever the upper bound is finite. Denoting $\gamma=(1+\beta) q$ we can rewrite the previous inequality as follows (for a possibly different $C$ ):

$$
\|v\|_{L^{\gamma}(\Omega)} \leq C^{\frac{1}{\gamma}} \gamma^{\frac{q}{\gamma}}\|v\|_{L^{\frac{2 \gamma-q}{q}}}^{\frac{2 \gamma-q}{2 \gamma}} .
$$

By Hölder's inequality, we have

$$
\|v\|_{L^{\frac{2 \gamma-q}{q}}}^{\frac{2 \gamma-q}{2 \gamma}}(\Omega)<\|v\|_{L^{\frac{2 \gamma}{q}}}^{\frac{q}{p^{\prime}}(\Omega)} \leq \max \left\{1,\|v\|_{L^{\frac{2 \gamma}{q} p^{\prime}}(\Omega)}\right\}
$$

where we have also used that $q \leq 2 \gamma p^{\prime}$. In all, for any $\gamma \geq q$,

$$
\|v\|_{L^{\gamma}(\Omega)} \leq C^{\frac{1}{\gamma}} \gamma^{\frac{q}{\gamma}} \max \left\{1,\|v\|_{L^{\gamma / \sigma}(\Omega)}\right\},
$$

where $\sigma=\frac{q}{2 p^{\prime}}>1$, since $p>\frac{n}{2 s}$. We apply now the previous inequality recursively, starting with $\gamma=q$ : for any $m \in \mathbb{N}$,

$$
\|v\|_{L^{\sigma^{m}} q}(\Omega) \leq C^{\frac{1}{\sigma^{m} q}}\left(\sigma^{m} q\right)^{\sigma^{-m}} \max \left\{1,\|v\|_{L^{\sigma^{m-1} q}(\Omega)}\right\} .
$$

Observe that for $m=0$ we already have that, since $v \in H^{s}\left(\mathbb{R}^{n}\right)$, by the fractional Sobolev inequality $v \in L^{q}(\Omega)$. After dividing by a constant we can assume $\|v\|_{L^{q}(\Omega)} \leq 1$ and hence we get that

$$
\|v\|_{L^{\sigma^{m} q}(\Omega)} \leq \prod_{i=0}^{m} C^{\frac{1}{\sigma^{i} q}}\left(\sigma^{i} q\right)^{\sigma^{-i}}=\left(q C^{\frac{1}{q}}\right)^{\sum_{i=0}^{m} \sigma^{-i}} \sigma^{\sum_{i=0}^{m} i \sigma^{-i}} \leq C
$$

for some $C$ that is independent of $m$. Letting $m \rightarrow \infty$, we deduce

$$
\|v\|_{L^{\infty}(\Omega)} \leq C,
$$

which is the desired result.

### 2.4. Interior regularity

We now turn our attention to the interior regularity of solutions of

$$
\mathcal{L} u=f \quad \text { in } \quad \Omega \subset \mathbb{R}^{n} .
$$

This is a topic that has attracted a lot of attention in the last years; we refer to $15,16,64,73,44,81,92,139,144,147,182,188,202,203,199$, 205, 209] for several interior regularity results under various assumptions on the kernels.

The strategy to establish interior regularity estimates for general integrodifferential operators $\mathcal{L}$ is very different from the one we have used for $(-\Delta)^{s}$ (cf. Sections 1.8 and 1.10 ).

In this section, we will establish the following interior regularity result, stating that solutions gain $2 s$ derivatives when the kernels are regular (in the sense of Definition 2.1.22).
Theorem 2.4.1. Let $s \in(0,1)$ and $\mathcal{L} \in \mathfrak{G}_{s}(\lambda, \Lambda ; \alpha)$ for some $\alpha>0$ such that $2 s+\alpha \notin \mathbb{N}$. Let $f \in C^{\alpha}\left(B_{1}\right)$, and let $u \in L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)$ for some $\varepsilon>0$ be a distributional solution of

$$
\mathcal{L} u=f \quad \text { in } \quad B_{1} .
$$

Then, $u \in C_{\text {loc }}^{2 s+\alpha}\left(B_{1}\right)$ with

$$
\|u\|_{C^{2 s+\alpha}\left(B_{1 / 2}\right)} \leq C\left(\|u\|_{L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)}+\|f\|_{C^{\alpha}\left(B_{1}\right)}\right)
$$

for some $C$ depending only on n, s, $\alpha, \varepsilon, \lambda, \Lambda$, and $[\mathcal{L}]_{\alpha}$.

Notice that in Theorem 2.4.1 we need the kernel to have the same degree of regularity as the right-hand side, $[\mathcal{L}]_{\alpha}<\infty$, in order to gain $2 s$ derivatives (recall 2.1.32) and Definition 2.1.22). Without this assumption, the estimate is false:

Lemma 2.4.2. Let $s \in(0,1)$. There exists $\mathcal{L} \in \mathfrak{G}_{s}(\lambda, \Lambda)$ with kernel $K(y) d y$ comparable to the fractional Laplacian, (2.1.21), and a distributional solution of $\mathcal{L} u=0$ in $B_{1}$ such that $u \notin C^{2 s+\varepsilon}\left(B_{1 / 2}\right)$ for any $\varepsilon>0$.

Proof. Let $v \in L^{\infty}(\mathbb{R})$ and $\mathcal{L} \in \mathfrak{G}_{s}(\lambda, \Lambda)$ be the ones constructed in Lemma 2.2.10, such that $v$ is compactly supported, $v \equiv 0$ in $(-2,2)$, and $\mathcal{L} v \notin C^{\varepsilon}\left(\left(-\frac{1}{2}, \frac{1}{2}\right)\right)$ for any $\varepsilon>0$.

Let $u$ be the solution to

$$
\left\{\begin{aligned}
\mathcal{L} u=0 & \text { in } \quad(-1,1) \\
u=v & \text { in }(-1,1)^{c}
\end{aligned}\right.
$$

and let $w=u-v$, which satisfies $\mathcal{L} w \in L^{\infty}((-1,1))$ and $w=0$ in $(-1,1)^{c}$. Hence, by Corollary 2.6.11 (which appears later in the book), $w \in C^{\delta}(\mathbb{R})$ for some $\delta>0$. On the other hand, $\mathcal{L} w=-\mathcal{L} v \notin C^{\varepsilon}((-1,1))$ for any $\varepsilon>0$, which by Lemma 2.2.6 (ii) (using that $w \in C^{\delta}(\mathbb{R})$ ) means that $w \notin C^{2 s+\varepsilon}((-1,1))$ for any $\varepsilon>0$. Since $w=u$ in $(-1,1)$, we are done.

When the right-hand side is in $L^{p}$, we prove that solutions are $C^{2 s-n / p}$, with no regularity assumption on the kernel.

Theorem 2.4.3. Let $s \in(0,1)$ and $\mathcal{L} \in \mathfrak{G}_{s}(\lambda, \Lambda)$. Let $p \geq 1$ satisfying $\frac{n}{2 s}<p \leq \infty$ and $2 s-\frac{n}{p} \notin \mathbb{N}$. Let $f \in L^{p}\left(B_{1}\right)$, and let $u \in L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)$ for some $\varepsilon>0$ be a distributional solution of

$$
\mathcal{L} u=f \quad \text { in } \quad B_{1} .
$$

Then, $u \in C_{\text {loc }}^{2 s-n / p}\left(B_{1}\right)$ with

$$
\|u\|_{C^{2 s-n / p}\left(B_{1 / 2}\right)} \leq C\left(\|u\|_{L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)}+\|f\|_{L^{p}\left(B_{1}\right)}\right)
$$

for some $C$ depending only on $n, \varepsilon, p, \lambda$, and $\Lambda$.
In particular, when $f \in L^{\infty}\left(B_{1}\right)$, we have that $u \in C^{2 s}\left(B_{1}\right)$ except for $s=\frac{1}{2}$, in which case we have $u \in C^{1-\varepsilon}\left(B_{1}\right)$ for any $\varepsilon>0$.

In order to obtain an estimate like the one in Theorem 2.4.1 but without regularity on the kernel, we must instead require global $C^{\alpha}$ regularity on $u$ (rather than just boundedness).

Proposition 2.4.4. Let $s \in(0,1)$ and $\mathcal{L} \in \mathfrak{G}_{s}(\lambda, \Lambda)$. Let $\alpha>0$ such that $2 s+\alpha \notin \mathbb{N}$. Let $f \in C^{\alpha}\left(B_{1}\right)$, and let $u \in C^{\alpha}\left(\mathbb{R}^{n}\right)$ be a distributional solution of

$$
\mathcal{L} u=f \quad \text { in } \quad B_{1} .
$$

Then $u \in C_{\text {loc }}^{2 s+\alpha}\left(B_{1}\right)$ with

$$
\|u\|_{C^{2 s+\alpha}\left(B_{1 / 2}\right)} \leq C\left(\|u\|_{C^{\alpha}\left(\mathbb{R}^{n}\right)}+\|f\|_{C^{\alpha}\left(B_{1}\right)}\right)
$$

for some $C$ depending only on $n, s, \varepsilon, \alpha, \lambda$, and $\Lambda$.
Remark 2.4.5. Thanks to Lemma 2.2.32, the estimates in Theorems 2.4.1 and 2.4.3 (for $p \geq \frac{2 n}{n+2 s}$ and $n>2 s$ ) and Proposition 2.4.4 hold for weak solutions, too.

Remark 2.4.6. In Theorem 2.4.1 we obtain $C^{2 s+\alpha}$ interior regularity estimates by imposing $\alpha$-regularity on the kernel of the operator, whereas in Proposition 2.4.4 we do so by imposing $C^{\alpha}$ global regularity of the solution. One could also obtain the interpolating statements, in which the $C^{2 s+\alpha}$ interior regularity is attained by imposing $C^{\gamma}$ global regularity of the solution and $(\alpha-\gamma)$-regularity on the kernel, for some $\gamma \in(0, \alpha)$ (cf. Proposition ??).

The proofs of Theorems 2.4.1, 2.4.3, and Proposition 2.4.4 that we present here are based on the ideas of $[99,188,211$, and will follow by a contradiction and a blow-up argument, combined with a Liouville theorem for $\mathcal{L}$. In order to prove the Liouville theorem, moreover, we need first to introduce the heat kernel for an operator $\mathcal{L} \in \mathfrak{G}_{s}(\lambda, \Lambda)$ and describe some of its properties. We do so in the following.
2.4.1. Heat kernel. The heat kernel for an operator $\mathcal{L}$ is the fundamental solution to the corresponding heat equation in the Euclidean space $\mathbb{R}^{n}$. That is, a function $p(t, x):(0, \infty) \times \mathbb{R}^{n} \rightarrow \mathbb{R}_{\geq 0}$ such that, for any $\varphi \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$,

$$
\Phi(t, x):=[p(t, \cdot) * \varphi](x)
$$

satisfies (cf. Section 1.4):

$$
\left\{\begin{align*}
\partial_{t} \Phi+\mathcal{L} \Phi & =0 & & \text { in } \quad(0, \infty) \times \mathbb{R}^{n}  \tag{2.4.1}\\
\Phi(0, x) & =\varphi(x) & & \text { for } \quad x \in \mathbb{R}^{n},
\end{align*}\right.
$$

where $\Phi(0, \cdot)=\lim _{t \downarrow 0} \Phi(t, \cdot)$ is understood as a uniform limit. Formally, $p(t, x)$ satisfies
where $\delta_{0}$ denotes the Dirac delta at 0 . In subsection 2.1.2 we referred to $p$ as the Markov transition function associated to a Lévy process with infinitesimal generator $\mathcal{L}$; see (2.1.9).

Lemma 2.4.7. Let $\mathcal{L} \in \mathfrak{G}_{s}(\lambda, \Lambda)$ with Fourier symbol $\mathcal{A}$, and let

$$
\hat{p}(t, \xi):=e^{-t \mathcal{A}(\xi)} .
$$

Then $p(t, x):=\mathcal{F}^{-1}(\hat{p}(t, \xi))(x)$ is the heat kernel for $\mathcal{L}$, that is, 2.4.1) holds. Moreover, for all $t>0$,

$$
\begin{equation*}
p(t, x) \geq 0, \quad \int_{\mathbb{R}^{n}} p(t, x) d x=1, \quad\left\|\nabla_{x} p(1, \cdot)\right\|_{L^{\infty}\left(\mathbb{R}^{n}\right)} \leq C_{1}, \tag{2.4.2}
\end{equation*}
$$

for some $C_{1}$ that depends only on $n, s, \lambda$, and $\Lambda$. In addition, for any $\delta>0$,

$$
\begin{equation*}
\int_{\mathbb{R}^{n}}|x|^{2 s-\delta} p(1, x) d x \leq C_{2} \tag{2.4.3}
\end{equation*}
$$

for some $C_{2}$ that depends only on $n, s, \delta, \lambda$, and $\Lambda$.
Proof. Notice that $\hat{p}(t, \xi)=e^{\Psi(\xi)}$ where $\Psi(\xi)=-t \mathcal{A}(\xi)$ is of the form 2.1.3). In particular, by Remark 2.1.7, we necessarily have that $p(t, x)$ is a probability measure, for each $t>0$ (and $p(0, d x)=\delta_{0}(d x)$ ), so $p \geq 0$ and $\int_{\mathbb{R}^{n}} p(t, x) d x=1$. (Alternatively, from Proposition 2.2.1, $e^{-t \tilde{\Lambda}|\xi|^{2 s}} \leq$ $\hat{p}(t, \xi) \leq e^{-t \tilde{\lambda}|\xi|^{2 s}}$ and hence $\int_{\mathbb{R}^{n}} p(t, x) d x=\hat{p}(t, 0)=1$.)

The expression (2.4.1) in the Fourier space is

$$
\partial_{t} \hat{p}(t, \xi) \hat{\varphi}(\xi)+\mathcal{A}(\xi) \hat{p}(t, \xi) \hat{\varphi}(\xi)=0,
$$

which holds for $\hat{p}(t, \xi)=e^{-t \mathcal{A}(\xi)}$. Since $\varphi \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$, the first equation in (2.4.1) holds. On the other hand, since $\hat{p}(t, \xi) \rightarrow 1$ as $t \downarrow 0$, we have $p(t, x) \rightharpoonup \delta_{0}$ and the second equation also holds.

For the last expression in (2.4.2), notice that $\hat{p}(t, \xi) \leq e^{-t \tilde{\lambda}|\xi|^{2 s}}$ for some $\tilde{\lambda}>0$ depending only on $n, s, \lambda$, and $\Lambda$ (since $\mathcal{L} \in \mathfrak{G}_{s}(\lambda, \Lambda)$, see Proposition 2.2.1). In particular, $\hat{p}(1, \xi)$ has an exponential decay for $\xi \rightarrow \infty$, which implies that $p$ is smooth with

$$
\left\|\nabla_{x} p(1, \cdot)\right\|_{L^{\infty}\left(\mathbb{R}^{n}\right)} \leq C_{1}
$$

for some $C_{1}$ that depends only on $n, s, \lambda$, and $\Lambda$.
Finally, let us show 2.4.3). To do that, let $\eta$ be a fixed radial cut-off function such that $\eta \in C^{\infty}\left(\mathbb{R}^{n}\right), 0 \leq \eta \leq 1, \eta \equiv 1$ in $B_{1 / 2}$ and $\eta \equiv 0$ in $\mathbb{R}^{n} \backslash B_{1}$. We define, for any $R \geq 1$ fixed,

$$
\varphi(x):=\left(1+|x|^{2}\right)^{s-\delta / 2} \eta(x / R),
$$

and for any $\rho \geq 1$,

$$
\varphi_{\rho}(x):=\rho^{-2 s+\delta} \varphi(\rho x)=\left(\rho^{-2}+|x|^{2}\right)^{s-\delta / 2} \eta(\rho x / R),
$$

Then, we have

$$
\begin{aligned}
\left\|D^{2} \varphi_{\rho}\right\|_{L^{\infty}\left(B_{2} \backslash B_{1}\right)} \leq C(1 & +\frac{\rho}{R}\|\nabla \eta\|_{L^{\infty}\left(B_{2 \rho / R} \backslash B_{\rho / R}\right)} \\
& \left.+\frac{\rho^{2}}{R^{2}}\left\|D^{2} \eta\right\|_{L^{\infty}\left(B_{2 \rho / R} \backslash B_{\rho / R}\right)}\right),
\end{aligned}
$$

for some $C$ depending only on $n, s$, and $\delta$, and where we are using that $\left(\rho^{-2}+|x|^{2}\right)^{s-\delta / 2}$ is smooth in $B_{2} \backslash B_{1}$. Now notice that

$$
\|\nabla \eta\|_{L^{\infty}\left(B_{2 \rho / R} \backslash B_{\rho / R}\right)}=\left\|D^{2} \eta\right\|_{L^{\infty}\left(B_{2 \rho / R} \backslash B_{\rho / R}\right)}=0 \quad \text { if } \quad \frac{\rho}{R} \geq 1
$$

(since $\eta$ is supported in $B_{1}$ ), and hence we actually have

$$
\left\|\varphi_{\rho}\right\|_{C^{2}\left(B_{2} \backslash B_{1}\right)} \leq C,
$$

for some $C$ depending only on $n, s$, and $\delta$ (and $\eta$, but it is fixed universally). On the other hand, by definition we also have that

$$
\left\|\varphi_{\rho}\right\|_{L_{2 s-\delta / 2}^{\infty}\left(\mathbb{R}^{n}\right)} \leq C
$$

for some $C$ depending only on $n, s$, and $\delta$. Hence, we can apply Lemma 2.2.4 to deduce that

$$
\left\|\tilde{\mathcal{L}} \varphi_{\rho}\right\|_{L^{\infty}\left(B_{7 / 4} \backslash B_{5 / 4}\right)} \leq C \quad \text { for any } \quad \tilde{\mathcal{L}} \in \mathfrak{G}_{s}(\lambda, \Lambda)
$$

for some $C$ depending only on $n, s, \delta, \lambda$, and $\Lambda$. In particular, by the scale invariance of the class $\mathfrak{G}_{s}(\lambda, \Lambda)$, Remark 2.1.19, we have that for any $\rho \geq 1$,

$$
|\mathcal{L} \varphi| \leq C \rho^{-\delta} \quad \text { in } \quad B_{7 \rho / 4} \backslash B_{5 \rho / 4}
$$

Together with the fact that, again by Lemma $2.2 .4,|\mathcal{L} \varphi| \leq C$ in $B_{2}$, we deduce that

$$
\|\mathcal{L} \varphi\|_{L^{\infty}\left(\mathbb{R}^{n}\right)} \leq C,
$$

for some $C$ depending only on $n, s, \delta, \lambda$, and $\Lambda$ (in particular, it is independent of $R$ ). We can now compute, by (2.4.1) together with Remark 2.2.31

$$
\begin{aligned}
|p(1, \cdot) * \varphi-\varphi| & =\left|\int_{0}^{1} \partial_{t}[p(t, \cdot) * \varphi] d t\right| \\
& \leq \int_{0}^{1}|\mathcal{L}[p(t, \cdot) * \varphi]| d t \\
& =\int_{0}^{1}|p(t, \cdot) *(\mathcal{L} \varphi)| d t \\
& \leq C \int_{0}^{1} \int_{\mathbb{R}^{n}} p(t, y) d y d t=C,
\end{aligned}
$$

where we have also used that $p(t, x)$ is a probability density for each $t \geq 0$. Hence, since $\varphi$ is radially symmetric, in particular we obtain

$$
(p(1, \cdot) * \varphi)(0)=\int_{\mathbb{R}^{n}} p(1, x) \varphi(x) d x \leq|\varphi(0)|+C=1+C .
$$

Since the constants are independent of $R$, we can now let $R \rightarrow \infty$ in the definition of $\varphi$ to obtain the desired result, with $C_{2}=1+C$.

Remark 2.4.8. The previous lemma, and in particular 2.4.3, gives an integral decay for the heat kernel $p(1, x)$. Under the extra assumption that the kernel $K$ of the operator $\mathcal{L}$ is absolutely continuous and comparable to the one of fractional Laplacian,

$$
\begin{equation*}
K(y) \asymp|y|^{-n-2 s} \quad \text { in } \quad \mathbb{R}^{n}, \tag{2.4.4}
\end{equation*}
$$

then in fact we have a pointwise decay for $p$, namely

$$
\begin{equation*}
p(t, x) \asymp \frac{t}{t^{\frac{n+2 s}{2 s}}+|x|^{n+2 s}} \quad \text { in } \quad \mathbb{R}^{n} \times(0, \infty) \tag{2.4.5}
\end{equation*}
$$

Indeed, assume for simplicity that $K$ is in addition homogeneous, (2.1.30)2.1.31. Then, we have

$$
\begin{equation*}
p(t, x)=t^{-\frac{n}{2 s}} p\left(1, t^{-\frac{1}{2 s}} x\right) \quad \text { for all } \quad t>0, x \in \mathbb{R}^{n} \tag{2.4.6}
\end{equation*}
$$

On the other hand, for any $f \in C_{c}^{\infty}\left(\mathbb{R}^{n} \backslash\{0\}\right)$,

$$
\begin{aligned}
\int_{\mathbb{R}^{n}} f(x) K(x) d x & =-\mathcal{L} f(0)=\left.\partial_{t}\right|_{t=0}(p(t, \cdot) * f)(0) \\
& =\lim _{t \downarrow 0} \frac{1}{t} \int_{\mathbb{R}^{n}} p(t, x) f(x) d x
\end{aligned}
$$

and from 2.4.6, for any set $A \subset \mathbb{R}^{n}$ with $0 \notin A$,

$$
\int_{A} K(x) d x=\lim _{R \rightarrow \infty} R^{n+2 s} \int_{A} p(1, R x) d x
$$

Now, heuristically, since (2.4.4) holds, the previous equality should imply a pointwise asymptotic bound for $p(1, x)$ of the form $p(1, x) \sim|x|^{-n-2 s}$, when $|x|$ is large. That is, we should have a bound of the form

$$
p(1, x) \asymp \frac{1}{1+|x|^{n+2 s}},
$$

which implies (2.4.5). We refer to [55 for an actual proof of (2.4.5) for all operators $\mathcal{L}$ satisfying (2.4.4).

Finally, notice that, when $n>2 s$, this bound for the heat kernel also yields sharp bounds for the fundamental solution $\Gamma$ of the operator $\mathcal{L}$ (i.e., $\mathcal{L} \Gamma=\delta_{0}$ ), which can be obtained by integrating in time the heat kernel (cf. second proof of Lemma 1.4.2:

$$
\Gamma(x)=\int_{0}^{\infty} p(t, x) \asymp|x|^{2 s-n},
$$

where we have used (2.4.5).
2.4.2. Liouville's theorem. Let us start by stating and proving Liouville's theorem for globally bounded solutions to integro-differential equations $\mathcal{L} u=0$.

Theorem 2.4.9 (Liouville's Theorem). Let $s \in(0,1)$ and $\mathcal{L} \in \mathfrak{G}_{s}(\lambda, \Lambda)$. Let $u \in L^{\infty}\left(\mathbb{R}^{n}\right)$ be a distributional solution to

$$
\mathcal{L} u=0 \quad \text { in } \quad \mathbb{R}^{n} .
$$

Then, $u$ is constant.
Proof. We will show that $u$ is continuous, with a (Hölder) modulus of continuity that depends only on the ellipticity constants of $\mathcal{L}$. Since the class $\mathfrak{G}_{s}(\lambda, \Lambda)$ is invariant under scaling, this will imply that $u$ is in fact constant. Up to dividing by a constant, let us assume $|u| \leq 1$ in $\mathbb{R}^{n}$.

Let $R \geq 1$ and let us define $u_{R}(x):=u(R x)$. Observe that $\|u\|_{L^{\infty}\left(\mathbb{R}^{n}\right)}=$ $\left\|u_{R}\right\|_{L^{\infty}\left(\mathbb{R}^{n}\right)} \leq 1$, and that

$$
\mathcal{L}_{R} u_{R}=0 \quad \text { in } \quad \mathbb{R}^{n}
$$

in the distributional sense, where $\mathcal{L}_{R}$ is an operator of the form 2.1.22) with kernel $K_{R}$ given by $K_{R}(d y)=R^{2 s} K(R d y)$ (where $K$ is the kernel of $\mathcal{L}$; see Remark 2.1.19), and hence $\mathcal{L}_{R} \in \mathfrak{G}_{s}(\lambda, \Lambda)$. In particular, thanks to Lemma 2.4.7, the corresponding heat kernel, $p_{R}$, satisfies

$$
\left\|\nabla_{x} p_{R}(1, x)\right\|_{L^{\infty}\left(\mathbb{R}^{n}\right)} \leq C
$$

for some $C$ independent of $R$.
Observe now that $u_{R}=p_{R}(1, \cdot) * u_{R}$. Indeed, by 2.4.1) (which holds here by density) together with Lemma 2.2 .30 (see Remark 2.2.31) we get:

$$
u_{R}-p_{R}(1, \cdot) * u_{R}=-\int_{0}^{1} \partial_{t}\left[p_{R}(t, \cdot) * u_{R}\right] d t=\int_{0}^{1} \mathcal{L}\left[p_{R}(t, \cdot) * u_{R}\right] d t=0
$$

Now, given $x, x^{\prime} \in \mathbb{R}^{n}$ we have, for any $M \geq 0\left(\right.$ denoting $p_{R}(z):=p_{R}(1, z)$ ),

$$
\begin{aligned}
\left|u_{R}(x)-u_{R}\left(x^{\prime}\right)\right| & =\left|\int_{\mathbb{R}^{n}}\left(p_{R}(x-y)-p_{R}\left(x^{\prime}-y\right)\right) u_{R}(y) d y\right| \\
& \leq C M^{n}\left|x-x^{\prime}\right|+C \int_{|y| \geq M}\left(p_{R}(y)+p_{R}\left(x^{\prime}-x+y\right)\right) d y
\end{aligned}
$$

where we have used $p_{R} \geq 0,\left|u_{R}\right| \leq 1$ in $\mathbb{R}^{n}$, and $\left\|\nabla_{x} p_{R}\right\|_{L^{\infty}\left(\mathbb{R}^{n}\right)} \leq C$ independently of $R$. Now, by 2.4.3), $\int_{B_{M}^{c}} p_{R}(x) d x \leq M^{\delta-2 s} \int_{B_{M}^{c}}|x|^{2 s-\delta} p_{R}(x) d x \leq$ $C M^{\delta-2 s}$ for some $C$ depending only on $n, s, \delta, \lambda$, and $\Lambda$, but independent of the operator $\mathcal{L}_{R}$.

Fix now $M=\left|x-x^{\prime}\right|^{-\frac{1}{2 n}}$ so that

$$
\left|u_{R}(x)-u_{R}\left(x^{\prime}\right)\right| \leq C\left(\left|x-x^{\prime}\right|^{\frac{1}{2}}+\left\|p_{R}\right\|_{L^{1}\left(B_{M}^{c} \cup B_{M}^{c}\left(x^{\prime}-x\right)\right)}\right) \leq C\left|x-x^{\prime}\right|^{\gamma}
$$

with $\gamma>0$. Hence, rescaling back to $u$, we get

$$
\left|u(x)-u\left(x^{\prime}\right)\right| \leq C\left|\frac{x-x^{\prime}}{R}\right|^{\gamma}=C \frac{\left|x-x^{\prime}\right|^{\gamma}}{R^{\gamma}}
$$

for any $x, x^{\prime} \in \mathbb{R}^{n}$. Letting $R \rightarrow \infty$ we deduce $u$ is constant.
2.4.3. A compactness argument. Let us state some useful preliminary results on the compactness argument to prove the interior regularity estimate.

In the following statement we prove a quantitative estimate for solutions in very large balls. It can be a seen as a quantitative version of Liouville's theorem.

Proposition 2.4.10. Let $s \in(0,1), \delta>0$, and $\mathcal{L} \in \mathfrak{G}_{s}(\lambda, \Lambda)$. Let $\alpha>0$ with $2 s+\alpha \notin \mathbb{N}$, and let $u \in C_{\mathrm{loc}}^{2 s+\alpha}\left(\mathbb{R}^{n}\right) \cap L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)$ for some $\varepsilon>0$, with $[u]_{C^{2 s+\alpha}\left(\mathbb{R}^{n}\right)} \leq 1$ and

$$
\mathcal{L} u=f \quad \text { in } \quad B_{1 / \delta}
$$

for some $f \in C^{\alpha}\left(B_{1 / \delta}\right)$ such that $[f]_{C^{\alpha}\left(B_{1 / \delta}\right)} \leq \delta$.
Then, for every $\varepsilon_{\circ}>0$ there exists $\delta_{\circ}>0$ depending only on $\varepsilon_{0}, n, s$, $\alpha, \varepsilon, \lambda$, and $\Lambda$, such that if $\delta<\delta_{\circ}$,

$$
\|u-q\|_{C^{\nu}\left(B_{1}\right)} \leq \varepsilon_{0},
$$

where $q$ is the Taylor polynomial of $u$ at 0 of degree $\nu:=\lfloor 2 s+\alpha\rfloor$.
In the proof, we will use incremental quotients on functions $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ (see Section A. 2 in Appendix A). That is, for $h \in \mathbb{R}^{n}$ we define the first order incremental quotient $D_{h} f$ as

$$
D_{h} f(x):=\frac{f(x+h)-f(x)}{|h|} .
$$

More generally, we define the $m$-th order incremental quotient $D_{h}^{m} f$ recurrently as

$$
D_{h}^{m} f(x)=D_{h}\left(D_{h}^{m-1} f(x)\right)=\frac{1}{|h|^{m}} \sum_{k=0}^{m}\binom{m}{k}(-1)^{m-k} f(x+k h) .
$$

Among other properties, we will use that if $f \in C^{m-1}\left(\mathbb{R}^{n}\right)$ and $D_{h}^{m} f$ is constant for any $h \in \mathbb{R}^{n}$, then $f$ is a polynomial of degree $m$, see Lemma A.2.1.

Proof of Proposition 2.4.10, Let us argue by contradiction, i.e., let us assume that the statement does not hold. That is, there exists some $\varepsilon_{0}>$ 0 such that for any $k \in \mathbb{N}$, there are $u_{k} \in C_{\text {loc }}^{2 s+\alpha}\left(\mathbb{R}^{n}\right) \cap L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)$ with $\left[u_{k}\right]_{C^{2 s+\alpha}\left(\mathbb{R}^{n}\right)} \leq 1, f_{k} \in C^{\alpha}\left(B_{k}\right)$ with $\left[f_{k}\right]_{C^{\alpha}\left(B_{k}\right)} \leq \frac{1}{k}$, and $\mathcal{L}_{k} \in \mathfrak{G}_{s}(\lambda, \Lambda)$ such that

$$
\mathcal{L}_{k} u_{k}=f_{k} \quad \text { in } \quad B_{k}
$$

but

$$
\left\|u_{k}-q_{k}\right\|_{C^{\nu}\left(B_{1}\right)} \geq \varepsilon_{0}
$$

where $q_{k}$ is the Taylor polynomial of $u_{k}$ at 0 of order $\nu$. If we denote $v_{k}:=u_{k}-q_{k}$, we have

$$
\begin{equation*}
v_{k}(0)=\left|\nabla v_{k}(0)\right|=\cdots=\left|D^{\nu} v_{k}(0)\right|=0, \tag{2.4.7}
\end{equation*}
$$

and by assumption, up to a subsequence, we know that $v_{k} \rightarrow v$ in $C_{\text {loc }}^{\nu}\left(\mathbb{R}^{n}\right)$ for some $v$ with $[v]_{C^{2 s+\alpha}\left(\mathbb{R}^{n}\right)} \leq 1$ (by Arzelà-Ascoli), and satisfying (2.4.7) as well as $\|v\|_{C^{\nu}\left(B_{1}\right)} \geq \varepsilon_{0}$.

We now look for an equation satisfied by the limiting function $v$. Let us define, for a fixed $h \in \mathbb{R}^{n}$ and $m:=\lceil\alpha\rceil$,

$$
V_{k}:=|h|^{\nu+1} D_{h}^{\nu+1} u_{k}=|h|^{\nu+1} D_{h}^{\nu+1} v_{k}, \quad F_{k}:=|h|^{m} D_{h}^{m} f_{k},
$$

with $\left\|F_{k}\right\|_{L^{\infty}\left(B_{k}\right)} \leq \frac{C}{k}|h|^{\alpha}$ (see, for example, Lemma A.2.2). Observe that, by linearity and translation invariance of the operators $\mathcal{L}_{k}$, since $\nu \geq m-1$,

$$
\mathcal{L}_{k} V_{k}=|h|^{\nu+1-m} D_{h}^{\nu+1-m} F_{k} \rightarrow 0 \quad \text { locally uniformly in } \mathbb{R}^{n} .
$$

On the other hand, and by assumption, we have $\left\|V_{k}\right\|_{L^{\infty}\left(\mathbb{R}^{n}\right)} \leq C|h|^{2 s+\alpha}$ and $\left[V_{k}\right]_{C^{2 s+\alpha}\left(\mathbb{R}^{n}\right)} \leq C(\nu)$ (again by Lemma A.2.2). That is, up to a subsequence and thanks to Proposition 2.2.36, $\overline{V_{k}}$ is converging as $k \rightarrow \infty$ to some bounded $V \in C_{\mathrm{loc}}^{2 s+\alpha}\left(\mathbb{R}^{n}\right)$ such that

$$
\mathcal{L} V=0 \quad \text { in } \quad \mathbb{R}^{n},
$$

for some $\mathcal{L} \in \mathfrak{G}_{s}(\lambda, \Lambda)$. By Liouville's theorem, Theorem 2.4.9, $V$ is constant. Observe that from the $C_{\text {loc }}^{\nu}$ convergence $v_{k} \rightarrow v$, we have that $V=|h|^{\nu+1} D_{h}^{\nu+1} v$ is constant for every $h$, and by Lemma A.2.1 we have that $v$ is a polynomial of degree $\nu+1$. But, since $[v]_{C^{2 s+\alpha}\left(\mathbb{R}^{n}\right)} \leq 1$ and $2 s+\alpha<\nu+1$, we must have that $v$ is a polynomial of degree $\nu$. Because it satisfies 2.4.7), it must be $v \equiv 0$, which is a contradiction with $\|v\|_{C^{\nu}\left(B_{1}\right)} \geq \varepsilon_{0}>0$.

We also need an analogous result for distributional solutions when the right hand side is in $L^{p}$ :
Proposition 2.4.11. Let $s \in(0,1), \delta>0$, and $\mathcal{L} \in \mathfrak{G}_{s}(\lambda, \Lambda)$. Let $p \geq 1$ and $\frac{n}{2 s}<p \leq \infty$ with $2 s-\frac{n}{p} \notin \mathbb{N}$, and let $u \in C_{\mathrm{loc}}^{2 s-n / p}\left(\mathbb{R}^{n}\right) \cap L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)$ for some $\varepsilon>0$, with $[u]_{C^{2 s-n / p}\left(\mathbb{R}^{n}\right)} \leq 1$ and

$$
\mathcal{L} u=f \quad \text { in } \quad B_{1 / \delta}
$$

in the distributional sense, for some $f \in L^{p}\left(B_{1 / \delta}\right)$ such that $\|f\|_{L^{p}\left(B_{1 / \delta}\right)} \leq \delta$.
Then, for every $\varepsilon_{0}>0$ there exist $\delta_{0}>0$ depending only on $\varepsilon_{0}, n, s, p$, $\varepsilon, \lambda$, and $\Lambda$, such that if $\delta<\delta_{\circ}$,

$$
\|u-q\|_{C^{\nu}\left(B_{1}\right)} \leq \varepsilon_{\circ},
$$

where $q$ is the Taylor polynomial of $u$ at 0 of degree $\nu:=\lfloor 2 s-n / p\rfloor$.
Proof. The proof is analogous to the proof of Proposition 2.4.10. In this case we take $m=0$ (so $D_{h}^{0} f=f$ ) and we observe that by the properties of distributional solutions, if $\mathcal{L}_{k} u_{k}=f_{k}$ in the distributional sense, then $\mathcal{L}_{k} V_{k}=|h|^{\nu+1} D_{h}^{\nu+1} f_{k}$ in the distributional sense as well, where $V_{k}=$ $|h|^{\nu+1} D_{h}^{\nu+1} v_{k}$ is converging locally uniformly to some $V \in C^{2 s-\frac{n}{p}}\left(\mathbb{R}^{n}\right)$. Now we have $D_{h}^{\nu+1} f_{k} \rightarrow 0$ locally in $L^{p}$ for $p \geq 1$, and this is enough to apply the stability result for distributional solutions, Proposition 2.2.36, and conclude the proof as in Proposition 2.4.10.

We will also need the following general lemma that provides a blow-up sequence:

Lemma 2.4.12. Let $\mu>0$ with $\mu \notin \mathbb{Z}$, let $\mathcal{S}: C^{\mu}\left(\mathbb{R}^{n}\right) \rightarrow \mathbb{R}_{\geq 0}$, and let $\delta>0$. Then,
(i) either we have

$$
[u]_{C^{\mu}\left(B_{1 / 2}\right)} \leq \delta[u]_{C^{\mu}\left(\mathbb{R}^{n}\right)}+C_{\delta}\left(\|u\|_{L^{\infty}\left(B_{1}\right)}+\mathcal{S}(u)\right)
$$

for all $u \in C^{\mu}\left(\mathbb{R}^{n}\right)$, for some $C_{\delta}$ depending only on $\mu, \mathcal{S}$, and $\delta$,
(ii) or there is a sequence $u_{k} \in C^{\mu}\left(\mathbb{R}^{n}\right)$, with

$$
\begin{equation*}
\frac{\mathcal{S}\left(u_{k}\right)}{\left[u_{k}\right]_{C^{\mu}\left(B_{1 / 2}\right)}} \longrightarrow 0 \tag{2.4.8}
\end{equation*}
$$

and there are $r_{k} \rightarrow 0, x_{k} \in B_{1 / 2}$, such that if we define

$$
\begin{equation*}
v_{k}(x):=\frac{u_{k}\left(x_{k}+r_{k} x\right)}{r_{k}^{\mu}\left[u_{k}\right]_{C^{\mu}\left(\mathbb{R}^{n}\right)}} \tag{2.4.9}
\end{equation*}
$$

and we denote by $p_{k}$ the $\nu$-th order Taylor polynomial of $v_{k}$ at 0 , then

$$
\left\|v_{k}-p_{k}\right\|_{C^{\nu}\left(B_{1}\right)}>\frac{\delta}{2}
$$

for $k$ large enough, where $\nu=\lfloor\mu\rfloor$.
Proof. Assume (i) does not hold, and let $\mu=\nu+\beta$, where $\nu \in \mathbb{Z}$ and $\beta \in(0,1)$. Then, there is a sequence $u_{k} \in C^{\mu}\left(\mathbb{R}^{n}\right)$ such that

$$
\left[u_{k}\right]_{C^{\mu}\left(B_{1 / 2}\right)} \geq \delta\left[u_{k}\right]_{C^{\mu}\left(\mathbb{R}^{n}\right)}+k\left(\left\|u_{k}\right\|_{L^{\infty}\left(B_{1}\right)}+\mathcal{S}\left(u_{k}\right)\right)
$$

Such sequence clearly satisfies (with rate $\frac{1}{k}$ ). Let $x_{k}, y_{k} \in B_{1 / 2}$ be such that

$$
\frac{\left|D^{\nu} u_{k}\left(x_{k}\right)-D^{\nu} u_{k}\left(y_{k}\right)\right|}{\left|x_{k}-y_{k}\right|^{\beta}} \geq \frac{1}{2}\left[u_{k}\right]_{C^{\mu}\left(B_{1 / 2}\right)} .
$$

Then, we claim that

$$
r_{k}:=\left|x_{k}-y_{k}\right| \longrightarrow 0
$$

Indeed, if $r_{k}^{\beta} \geq 4 \varepsilon>0$ for all $k \in \mathbb{N}$, with $\varepsilon \ll 1$, then

$$
\frac{1}{2}\left[u_{k}\right]_{C^{\mu}\left(B_{1 / 2}\right)} \leq \frac{2\left\|u_{k}\right\|_{C^{\nu}\left(B_{1 / 2}\right)}}{\left|x_{k}-y_{k}\right|^{\beta}} \leq \frac{\varepsilon\left[u_{k}\right]_{C^{\mu}\left(B_{1 / 2}\right)}+C_{\varepsilon}\left\|u_{k}\right\|_{L^{\infty}\left(B_{1 / 2}\right)}}{r_{k}^{\beta}},
$$

where we used the interpolation inequality in Proposition A.3.1. Now, since $\left\|u_{k}\right\|_{L^{\infty}\left(B_{1 / 2}\right)} \leq \frac{1}{k}\left[u_{k}\right]_{C^{\mu}\left(B_{1 / 2}\right)}$, the previous inequality yields

$$
\frac{1}{2} \leq \frac{1}{4}+\frac{C_{\varepsilon}}{4 \varepsilon k},
$$

a contradiction if $k$ is large enough. Thus, $r_{k} \rightarrow 0$ as $k \rightarrow \infty$, as wanted.
Define now $v_{k}$ as in 2.4.9) (which clearly satisfies $\left[v_{k}\right]_{C^{\mu}\left(\mathbb{R}^{n}\right)}=1$ ), and let $p_{k}$ be the Taylor polynomials of order $\nu$, so that $w_{k}:=v_{k}-p_{k}$ satisfies $w_{k}(0)=\ldots=\left|D^{\nu} w_{k}(0)\right|=0$. If we let

$$
z_{k}:=\frac{x_{k}-y_{k}}{r_{k}} \in \partial B_{1},
$$

we have

$$
\left|D^{\nu} w_{k}\left(z_{k}\right)\right|=\frac{\left|D^{\nu} u_{k}\left(x_{k}\right)-D^{\nu} u_{k}\left(y_{k}\right)\right|}{r_{k}^{\beta}\left[u_{k}\right]_{C^{\mu}\left(\mathbb{R}^{n}\right)}} \geq \frac{\frac{1}{2}\left[u_{k}\right]_{C^{\mu}\left(B_{1 / 2}\right)}}{\left[u_{k}\right]_{C^{\mu}\left(\mathbb{R}^{n}\right)}}>\frac{\delta}{2},
$$

and the lemma follows.
2.4.4. Proof of the interior estimates. Before proving Theorem 2.4.1, let us first show the following intermediate result. Notice that the following statement is close to our desired estimate: if we could let $\delta \downarrow 0$ and $C_{\delta}$ remained constant, we would prove the regularity for $u$. Alternatively, if we could take the Hölder norm on the right-hand side in $B_{1 / 2}$ instead of $\mathbb{R}^{n}$, we would also be done by taking $\delta$ small enough. As we will see, this statement is easier to prove and will still yield Theorem [2.4.1 as a consequence.

Proposition 2.4.13. Let $s \in(0,1), \mathcal{L} \in \mathfrak{G}_{s}(\lambda, \Lambda)$, and $u \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$. Then, the following holds.
(i) Let $\alpha>0$ with $2 s+\alpha \notin \mathbb{N}$. Then, for any $\delta>0$ there exists $C_{\delta}$ such that

$$
[u]_{C^{2 s+\alpha}\left(B_{1 / 2}\right)} \leq \delta[u]_{C^{2 s+\alpha}\left(\mathbb{R}^{n}\right)}+C_{\delta}\left(\|u\|_{L^{\infty}\left(B_{1}\right)}+[\mathcal{L} u]_{C^{\alpha}\left(B_{1}\right)}\right),
$$

where $C_{\delta}$ depends only on $\delta, n, s, \alpha, \lambda$, and $\Lambda$.
(ii) Let $p \geq 1$ with $\frac{n}{2 s}<p \leq \infty$. Then, for any $\delta>0$ there exists $C_{\delta}$ such that

$$
[u]_{C^{2 s-n / p}\left(B_{1 / 2}\right)} \leq \delta[u]_{C^{2 s-n / p}\left(\mathbb{R}^{n}\right)}+C_{\delta}\left(\|u\|_{L^{\infty}\left(B_{1}\right)}+\|\mathcal{L} u\|_{L^{p}\left(B_{1}\right)}\right),
$$

where $C_{\delta}$ depends only on $\delta, n$, $s, p, \lambda$, and $\Lambda$.

Proof. Let us start with part (i), We use Lemma 2.4.12 with $\mu=2 s+\alpha$ and

$$
\mathcal{S}(w)= \begin{cases}\inf _{\tilde{\mathcal{L}} \in \mathfrak{G}_{s}(\lambda, \Lambda)}[\tilde{\mathcal{L}} w]_{C^{\alpha}\left(B_{1}\right)} & \text { if } w \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right), \\ \infty & \text { otherwise }\end{cases}
$$

so that the mapping $\mathcal{S}: C^{\mu}\left(\mathbb{R}^{n}\right) \rightarrow \mathbb{R}_{\geq 0}$ depends only on $n, s, \alpha, \lambda$, and $\Lambda$. Thus, either Lemma 2.4.12 (i) holds, in which case we are done, or there exists a sequence $u_{k} \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$ and $\mathcal{L}_{k} \in \mathfrak{G}_{s}(\lambda, \Lambda)$ such that if we denote $f_{k}=\mathcal{L}_{k} u_{k}$ then

$$
\begin{equation*}
\frac{\left[f_{k}\right]_{C^{\alpha}\left(B_{1}\right)}}{\left[u_{k}\right]_{C^{2 s+\alpha}\left(B_{1 / 2}\right)}} \leq \frac{2 \mathcal{S}\left(u_{k}\right)}{\left[u_{k}\right]_{C^{2 s+\alpha}\left(B_{1 / 2}\right)}} \rightarrow 0, \tag{2.4.10}
\end{equation*}
$$

and for some $x_{k} \in B_{1 / 2}$ and $r_{k} \downarrow 0$,

$$
v_{k}(x):=\frac{u_{k}\left(x_{k}+r_{k} x\right)}{r_{k}^{2 s+\alpha}\left[u_{k}\right]_{C^{2 s+\alpha}\left(\mathbb{R}^{n}\right)}}
$$

satisfies

$$
\begin{equation*}
\left\|v_{k}-p_{k}\right\|_{C^{\nu}\left(B_{1}\right)}>\frac{\delta}{2}, \tag{2.4.11}
\end{equation*}
$$

$\tilde{\mathcal{L}}^{\text {where }} p_{k}$ is the $\nu$-th order Taylor polynomial of $v_{k}$ at 0 . Then, there exists $\tilde{\mathcal{L}}_{k} \in \mathfrak{G}_{s}(\lambda, \Lambda)$ such that

$$
\tilde{\mathcal{L}}_{k} v_{k}(x)=\frac{f_{k}\left(x_{k}+r_{k} x\right)}{r_{k}^{\alpha}\left[u_{k}\right]_{C^{2 s+\alpha}\left(\mathbb{R}^{n}\right)}}
$$

(see Remark 2.1.19) so that, from 2.4.10),

$$
\left[\tilde{\mathcal{L}}_{k} v_{k}\right]_{C^{\alpha}\left(B_{1 /\left(2 r_{k}\right)}\right)}=\frac{\left[f_{k}\left(x_{k}+r_{k} \cdot\right)\right]_{C^{\alpha}\left(B_{1 /\left(2 r_{k}\right)}\right)}}{r_{k}^{\alpha}\left[u_{k}\right]_{C^{2 s+\alpha}\left(\mathbb{R}^{n}\right)}} \leq \frac{\left[f_{k}\right]_{C^{\alpha}\left(B_{1}\right)}}{\left[u_{k}\right]_{C^{2 s+\alpha}\left(\mathbb{R}^{n}\right)}} \rightarrow 0,
$$

as $k \rightarrow \infty$. Since by definition $\left[v_{k}\right]_{C^{\mu}\left(\mathbb{R}^{n}\right)}=1$, we have that $v_{k}$ satisfies the hypotheses of Proposition 2.4.10 for any fixed $\delta_{\circ}>0$, if $k$ is large enough. In particular, taking $\varepsilon_{\circ}$ sufficiently small in Proposition 2.4.10 we get a contradiction with (2.4.11).

Part (ii) follows in the same way, defining

$$
\mathcal{S}(w)= \begin{cases}\inf _{\tilde{\mathcal{L}} \in \mathfrak{G}_{s}(\lambda, \Lambda)}\|\tilde{\mathcal{L}} w\|_{L^{p}\left(B_{1}\right)} & \text { if } w \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right), \\ \infty & \text { otherwise }\end{cases}
$$

using Proposition 2.4.11 instead of Proposition 2.4.10, and recalling that the translation and scale invariance are also true for distributional solutions. The exponent $2 s-\frac{n}{p}$ comes from the scaling, $\| f_{k}\left(x_{k}+r_{k} \cdot \|_{L^{p}\left(B_{1 /\left(2 r_{k}\right)}\right)} \leq\right.$ $r_{k}^{-\frac{n}{p}}\left\|f_{k}\right\|_{L^{p}\left(B_{1}\right)}$.

We now have all the tools to prove the interior regularity:

Proof of Theorem 2.4.1. We divide the proof into three steps.
Step 1: By Proposition 2.4.13(i), for any $\delta>0$ there exists $C_{\delta}$ depending only on $\delta, n, s, \alpha, \lambda$, and $\Lambda$, such that

$$
\begin{equation*}
[u]_{C^{2 s+\alpha}\left(B_{1 / 2}\right)} \leq \delta[u]_{C^{2 s+\alpha}\left(\mathbb{R}^{n}\right)}+C_{\delta}\left(\|u\|_{L^{\infty}\left(B_{1}\right)}+[\mathcal{L} u]_{C^{\alpha}\left(B_{1}\right)}\right) \tag{2.4.12}
\end{equation*}
$$

for any $u \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$.
Let $\eta \in C_{c}^{\infty}\left(B_{3}\right)$ such that $\eta \equiv 1$ in $B_{2}$, and apply 2.4.12) to $u \eta$ for any $u \in C^{\infty}\left(\mathbb{R}^{n}\right) \cap L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)$. That is, for any $\delta>0$ there exists some $C_{\delta}$ such that

$$
[\eta u]_{C^{2 s+\alpha}\left(B_{1 / 2}\right)} \leq \delta[\eta u]_{C^{2 s+\alpha}\left(B_{3}\right)}+C_{\delta}\left(\|\eta u\|_{L^{\infty}\left(B_{1}\right)}+[\mathcal{L}(\eta u)]_{C^{\alpha}\left(B_{1}\right)}\right),
$$

for any $u \in C^{\infty}\left(\mathbb{R}^{n}\right) \cap L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)$.
Since $\mathcal{L}(\eta u)=\mathcal{L} u+\mathcal{L}(u-\eta u)$ in $B_{1}$, and $u-\eta u \equiv 0$ in $B_{2}$, we have from Lemma 2.2.6 (i) (since $\left.\mathcal{L} \in \mathfrak{G}_{s}(\lambda, \Lambda ; \alpha)\right)$

$$
[\mathcal{L}(u-\eta u)]_{C^{\alpha}\left(B_{1}\right)} \leq C\|u(1-\eta)\|_{L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)} \leq C\|u\|_{L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)} .
$$

Hence,

$$
[\mathcal{L}(\eta u)]_{C^{\alpha}\left(B_{1}\right)} \leq[\mathcal{L} u]_{C^{\alpha}\left(B_{1}\right)}+C\|u\|_{L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)},
$$

and we get (taking $\delta$ smaller if necessary, thanks to Proposition A.3.4)

$$
\begin{equation*}
[u]_{C^{2 s+\alpha}\left(B_{1 / 2}\right)} \leq \delta[u]_{C^{2 s+\alpha}\left(B_{4}\right)}+C_{\delta}\left(\|u\|_{L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)}+[\mathcal{L} u]_{C^{\alpha}\left(B_{1}\right)}\right) \tag{2.4.13}
\end{equation*}
$$

for any $u \in C^{\infty}\left(\mathbb{R}^{n}\right) \cap L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)$.
Step 2: In order to deduce the desired estimate from (2.4.13), we proceed by a standard interpolation and covering argument (see, for example, [102, Lemma 2.27 or Theorem 2.20]). Let us consider, for $\mu>0, \mu \notin \mathbb{N}$, the following weighted norm in a domain $\Omega \subset \mathbb{R}^{n}$,

$$
[w]_{\mu ; \Omega}^{*}:=\sup _{B_{2 r}(z) \subset \Omega}\left(r^{\mu}[w]_{C^{\mu}\left(B_{r}(z)\right)}\right) .
$$

Observe first that, for some constant $C$ depending only on $n$ and $\mu$,

$$
\begin{equation*}
[w]_{\mu, \Omega}^{*} \leq C \sup _{B_{2 r}(z) \subset \Omega}\left(r^{\mu}[w]_{C^{\mu}\left(B_{r / 8}(z)\right)}\right) . \tag{2.4.14}
\end{equation*}
$$

Indeed, each $B_{r}(z)$ with $B_{2 r}(z) \subset B_{1}$ can be covered with $N$ smaller balls $\left(B_{r / 16}\left(z_{i}\right)\right)_{i=1}^{N}$ with $z_{i} \in B_{r}(z)$ and, since $B_{r}\left(z_{i}\right) \subset B_{1}$, we have

$$
2^{-\mu} r^{\mu}[w]_{C^{\mu}\left(B_{r / 16}\left(z_{i}\right)\right)} \leq \sup _{B_{2 \rho}(\bar{z}) \subset B_{1}} \rho^{\mu}[w]_{C^{\mu}\left(B_{\rho / 8}(\bar{z})\right)}
$$

(See Figure 2.4.1.) Combining the previous inequality with the fact that $[w]_{C^{\mu}\left(B_{r}(z)\right)} \leq \sum_{i=1}^{N}[w]_{C^{\mu}\left(B_{r / 16}\left(z_{i}\right)\right)}$ we obtain 2.4.14) after taking a supremum.
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Rescaling the estimate 2.4 .13 ) to any ball ${ }^{14} B_{r / 4}(z) \subset B_{2 r}(z) \subset B_{1}$ we have

$$
\begin{aligned}
\left(\frac{r}{4}\right)^{2 s+\alpha}[u]_{C^{2 s+\alpha}\left(B_{r / 8}(z)\right)} \leq & \delta r^{2 s+\alpha}[u]_{C^{2 s+\alpha}\left(B_{r}(z)\right)} \\
& +C_{\delta}\left(\|u\|_{L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)}+r^{2 s+\alpha}[\mathcal{L} u]_{C^{\alpha}\left(B_{r / 2}\right)}\right) \\
\leq & \delta[u]_{2 s+\alpha ; B_{1}}^{*}+C_{\delta}\left(\|u\|_{L_{2 s-\varepsilon}^{\infty}}\left(\mathbb{R}^{n}\right)+[\mathcal{L} u]_{C^{\alpha}\left(B_{1}\right)}\right) .
\end{aligned}
$$

Taking the supremum among all balls $B_{2 r}(z) \subset B_{1}$ and using (2.4.14), we get

$$
\frac{1}{C}[u]_{2 s+\alpha ; B_{1}}^{*} \leq \delta[u]_{2 s+\alpha ; B_{1}}^{*}+C_{\delta}\left(\|u\|_{L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)}+[\mathcal{L} u]_{C^{\alpha}\left(B_{1}\right)}\right) .
$$

Let now $\delta>0$ fixed such that $\delta \leq \frac{1}{2 C}$ to obtain

$$
[u]_{2 s+\alpha ; B_{1}}^{*} \leq C\left(\|u\|_{L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)}+[\mathcal{L} u]_{C^{\alpha}\left(B_{1}\right)}\right),
$$

for any $u \in C^{\infty}\left(\mathbb{R}^{n}\right) \cap L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)$. Since $[u]_{C^{2 s+\alpha}\left(B_{1 / 2}\right)} \leq[u]_{2 s+\alpha ; B_{1}}^{*}$, and $\|u\|_{C^{2 s+\alpha}\left(B_{1 / 2}\right)} \leq C[u]_{C^{2 s+\alpha}\left(B_{1 / 2}\right)}+C\|u\|_{L^{\infty}\left(B_{1 / 2}\right)}$ (see Proposition A.3.1), we deduce that

$$
\|u\|_{C^{2 s+\alpha}\left(B_{1 / 2}\right)} \leq C\left(\|u\|_{L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)}+[\mathcal{L} u]_{C^{\alpha}\left(B_{1}\right)}\right)
$$

for all $u \in C^{\infty}\left(\mathbb{R}^{n}\right) \cap L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)$.

[^16]Step 3: Let us now drop the smoothness assumption on $u$, and let us suppose that $u \in L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)$ solves

$$
\mathcal{L} u=f \quad \text { in } \quad B_{1}
$$

in the distributional sense. We regularize $u$ by convoluting it with a smooth mollifier. That is, let $\psi \in C_{c}^{\infty}\left(B_{1}\right)$, and let $\psi_{\delta}(x):=\delta^{-n} \psi(x / \delta)$, so that $\int_{\mathbb{R}^{n}} \psi_{\delta}=1$ and $\psi_{\delta} \in C_{c}^{\infty}\left(B_{\delta}\right)$. We define

$$
u_{\delta}=u * \psi_{\delta}
$$

By Lemma 2.2.30,

$$
\mathcal{L} u_{\delta}=f * \psi_{\delta}=: f_{\delta} \quad \text { in } \quad B_{1-\delta}
$$

in the strong sense (since $u_{\delta} \in C^{\infty}\left(\mathbb{R}^{n}\right)$ ). Thanks to the previous steps (after a rescaling and covering argument, to have an estimate in $B_{1-\delta}$ instead of $B_{1}$ ), we now have

$$
\begin{aligned}
\left\|u_{\delta}\right\|_{C^{2 s+\alpha}\left(B_{1 / 2}\right)} & \leq C\left(\left\|u_{\delta}\right\|_{L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)}+\left[f_{\delta}\right]_{C^{\alpha}\left(B_{1-\delta}\right)}\right) \\
& \leq C\left(\|u\|_{L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)}+[f]_{C^{\alpha}\left(B_{1}\right)}\right) .
\end{aligned}
$$

We are also using that, if $u \in L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)$ and $f \in C^{\alpha}\left(B_{1}\right)$, then we have $\left\|u_{\delta}\right\|_{L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)} \leq 2\|u\|_{L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)}$ and $\left[f_{\delta}\right]_{C^{\alpha}\left(B_{1-\delta}\right)} \leq[f]_{C^{\alpha}\left(B_{1}\right)}$. Letting $\delta \downarrow 0$, since $u$ is locally bounded, $u_{\delta} \rightarrow u$ pointwise almost everywhere. Moreover, by Arzelà-Ascoli, $u_{\delta} \rightarrow u$ in $C^{\nu}$ norm (up to a subsequence), with $\|u\|_{C^{2 s+\alpha}\left(B_{1 / 2}\right)} \leq \lim \sup _{\delta \downarrow 0}\left\|u_{\delta}\right\|_{C^{2 s+\alpha}\left(B_{1 / 2}\right)}$. Hence, $u \in C^{2 s+\alpha}\left(\overline{B_{1 / 2}}\right)$ and we get the desired estimate.

Now, minor modifications of the previous proof allow us to show:
Proof of Theorem 2.4.3. The proof follows in the same way as that of Theorem 2.4.1 (using Proposition 2.4.13((ii)) modifying Step 1 as follows: using the same notation as in the proof of Theorem 2.4.1 we now have (thanks to Lemma 2.2.4):

$$
\|\mathcal{L}(u-\eta u)\|_{L^{\infty}\left(B_{1 / 2}\right)} \leq C\|u\|_{L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)} .
$$

The result is now obtained in the same way as done in the proof of Theorem 2.4.1.

And we also get:
Proof of Proposition 2.4.4. The proof is the same as that of Theorem 2.4.1, but in Step 1 we use Lemma 2.2.6 part (ii) instead of part (i).
2.4.5. Liouville's theorem for solutions with growth. As an immediate consequence of the interior estimates, we obtain Liouville's theorem (Theorem 2.4.9) but for solutions that may have some growth (up to a power $2 s-\varepsilon):$

Corollary 2.4.14 (Liouville's Theorem with growth). Let $s \in(0,1)$ and $\mathcal{L} \in \mathfrak{G}_{s}(\lambda, \Lambda)$. Let $u \in L_{\beta}^{\infty}\left(\mathbb{R}^{n}\right)$ for some $\beta \in[0,2 s)$ be a distributional solution to

$$
\mathcal{L} u=0 \quad \text { in } \quad \mathbb{R}^{n} .
$$

Then, $u(x)=a+b \cdot x$, with $b=0$ if $\beta<1$.
Proof. Let $u_{R}(x):=\frac{u(R x)}{R^{\beta}}$ for $R \geq 1$. Then

$$
\left\|u_{R}\right\|_{L_{\beta}^{\infty}\left(\mathbb{R}^{n}\right)}=\left\|\frac{u(R x)}{R^{\beta}+|R x|^{\beta}}\right\|_{L^{\infty}\left(\mathbb{R}^{n}\right)} \leq\|u\|_{L_{\beta}^{\infty}\left(\mathbb{R}^{n}\right)} .
$$

By Theorem 2.4.3, we have for any $\beta^{\prime}<2 s$,

$$
\left[u_{R}\right]_{C^{\beta^{\prime}\left(B_{1 / 2}\right)}}=R^{\beta^{\prime}-\beta}[u]_{C^{\beta^{\prime}\left(B_{R / 2}\right)}} \leq C\|u\|_{L_{\beta}^{\infty}\left(\mathbb{R}^{n}\right)} .
$$

Choosing $\beta^{\prime}>\beta$, and letting $R \rightarrow \infty$, we obtain $[u]_{C^{\beta^{\prime}\left(\mathbb{R}^{n}\right)}}=0$ and hence the desired result (if $\beta<1$ we can choose $\beta^{\prime}<1$, and deduce that $u$ is constant).

It is also possible to prove higher-order Liouville theorems for solutions with polynomial growth. In that case, however, one needs to define a generalized notion of solution that allows functions with arbitrary (polynomial) growth; see [73]. See also [6, 127] for the highest level of generality under which Liouville's theorem holds for general Lévy operators.
2.4.6. The strong maximum principle. We finish this section by proving the strong maximum principle for general operators $\mathcal{L} \in \mathfrak{G}_{s}(\lambda, \Lambda)$.

Theorem 2.4.15. Let $s \in(0,1)$, let $\mathcal{L} \in \mathfrak{G}_{s}(\lambda, \Lambda)$, and let $\Omega \subset \mathbb{R}^{n}$ be any bounded domain. Given the equation
let us assume that one of the following situations occurs
(a) either $u$ is such that (2.2.21) holds and it satisfies 2.4.15) in the weak sense for some $f \in L^{p}(\Omega)$ for $p \geq \frac{2 n}{n+2 s}$ and $n>2 s$;
(b) or $u \in L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right) \cap C(\bar{\Omega})$ for some $\varepsilon>0$ satisfies 2.4.15 in the distributional sense, for some $f \in L_{\mathrm{loc}}^{\infty}(\Omega)$.
Then, either $u>0$ in $\Omega$ or $u \equiv 0$ in $\Omega$.
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Proof. By the corresponding maximum principles (see Lemmas 2.3.3, and 2.3.5) we already know that $u \geq 0$ in $\Omega$. We now divide the proof into two steps:
Step 1: Let us assume first that $f \in L_{\text {loc }}^{\infty}(\Omega)$ and $u \in L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)$. Then weak solutions are distributional (see Lemma 2.2.32) and thanks to the interior regularity estimates from Theorem 2.4 .3 , we have that $u \in C^{2 s-\varepsilon}(\Omega)$ for any $\varepsilon>0$.

Now, if $u \not \equiv 0$ in $\Omega$, the set $\Omega^{+}:=\{u>0\} \cap \Omega$ is open and nonempty. We want to show that $\Omega^{+}=\Omega$. Suppose that this is not the case: this means that there exists some $B_{r}\left(y_{\circ}\right) \subset \Omega^{+}$such that for some $x_{\circ} \in \partial B_{r}\left(y_{\circ}\right)$, $u\left(x_{\circ}\right)=0$ and $x_{\circ} \in \Omega$ (see Figure 2.4.2).

We consider the function

$$
\psi(x):=\left(r^{2}-\left|x-y_{\circ}\right|^{2}\right)_{+}^{\beta} .
$$

By Lemma B.1.4 (rescaled) we know that there is $\beta<2 s$ such that

$$
\mathcal{L} \psi \leq-c \quad \text { in } \quad B_{r}\left(y_{\circ}\right) \backslash B_{r-\eta}\left(y_{\circ}\right) \text { for some } \quad c, \eta>0 .
$$

Let $0<c_{*}=\min \left\{u(x): x \in B_{r-\eta}\left(y_{\circ}\right)\right\}$. We have:

$$
\left\{\begin{array}{rlll}
u & \geq c_{*} \psi & \text { in } & B_{r-\eta}\left(y_{\circ}\right) \cup B_{r}^{c}\left(y_{\circ}\right) \\
\mathcal{L} u & >\mathcal{L}\left(c_{*} \psi\right) & \text { in } & B_{r}\left(y_{\circ}\right) \backslash B_{r-\eta}\left(y_{\circ}\right) .
\end{array}\right.
$$

By the corresponding comparison principle (since we can choose $\beta>s-\frac{1}{2}$, by Lemma B.2.5, $\psi$ is a weak solutions as well) we have that $u \geq c_{*} \psi$ in $\mathbb{R}^{n}$.

However, if we let $x_{t}:=(1-t) x_{\circ}+t y_{\circ}$ for $t \in[0,1]$, then $u\left(x_{0}\right)=0$ and

$$
u\left(x_{t}\right) \geq c_{*} \psi\left(x_{t}\right)=c_{*}\left(r^{2}-r^{2}(1-t)^{2}\right)^{\beta} \geq c_{*} r^{2 \beta} t^{\beta}(2-t)^{\beta} .
$$

Since $\beta<2 s$, this contradicts the fact that $u \in C^{2 s-\varepsilon}(\Omega)$ for all $\varepsilon>0$. Hence, $\Omega^{+}=\Omega$ and the result follows.

Step 2: If $u \notin L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)$ or $f \notin L_{\text {loc }}^{\infty}(\Omega)$ and $u$ is a weak solution, we can define for $m \in \mathbb{N}$,

$$
u_{m}(x):=\min \{u(x), m\},
$$

and consider $\bar{u}_{m}$ to be the weak solution of

$$
\left\{\begin{aligned}
\mathcal{L} \bar{u}_{m} & =\min \{1, f\} & & \text { in } \Omega, \\
\bar{u}_{m} & =u_{m} & & \text { in } \mathbb{R}^{n} \backslash \Omega,
\end{aligned}\right.
$$

given by Theorem 2.2.24. Observe that we can indeed apply Theorem 2.2.24 since the right-hand side is now bounded and

$$
\left|u_{m}(x)-u_{m}(y)\right| \leq|u(x)-u(y)| \quad \text { for all } \quad x, y \in \mathbb{R}^{n},
$$

so $\left\langle u_{m}, u_{m}\right\rangle_{K ; \Omega} \leq\langle u, u\rangle_{K ; \Omega}<\infty$.
By the maximum principle (Lemma 2.3.3), $0 \leq \bar{u}_{m} \leq u$. Now we can use the first step for each $m \in \mathbb{N}$, and deduce that either $\bar{u}_{m}>0$ in $\Omega$ for some $m \in \mathbb{N}$ (in which case $u>0$ in $\Omega$ and we are done), or $\bar{u}_{m} \equiv 0$ in $\Omega$ for all $m \in \mathbb{N}$ (in which case we would like to deduce that $u \equiv 0$ in $\Omega$ ). In such situation, $\mathcal{L} \bar{u}_{m} \equiv 0$ in $\Omega$ (since $\bar{u}_{m} \geq 0$ in $\mathbb{R}^{n} \backslash \Omega$ ) and thus $\mathcal{L} u=\mathcal{L} \bar{u}_{m}=0$ in $\Omega$ for all $m \in \mathbb{N}$. In particular, $\bar{u}_{m}$ minimizes the energy (2.2.26) (with $f \equiv 0$ ) among functions with the same boundary datum, and we have

$$
\left\langle\bar{u}_{m}, \bar{u}_{m}\right\rangle_{K ; \Omega} \leq\left\langle u_{m}, u_{m}\right\rangle_{K ; \Omega} \leq\langle u, u\rangle_{K ; \Omega}<\infty .
$$

We can now apply the monotone convergence theorem letting $m \rightarrow \infty$ (and using that $\bar{u}_{m} \equiv 0$ in $\Omega$ ) to deduce that

$$
\left\langle u \chi_{\Omega^{c}}, u \chi_{\Omega^{c}}\right\rangle_{K ; \Omega} \leq\langle u, u\rangle_{K ; \Omega} .
$$

Since $u$ is the unique minimizer of the energy with prescribed exterior datum (by Theorem 2.2.24), we obtain that $u=u \chi_{\Omega^{c}}$ and thus $u \equiv 0$ in $\Omega$, as we wanted to see.

Remark 2.4.16. Observe that, contrary to what occurs with the fractional Laplacian (see Lemma 1.10.8), if $u$ is not strictly positive everywhere in $\Omega$ then $u \equiv 0$ in $\Omega$, instead of $u \equiv 0$ in $\mathbb{R}^{n}$. Indeed, since the kernel $K$ could vanish in open sets, there are operators $\mathcal{L} \in \mathfrak{G}_{s}(\lambda, \Lambda)$ and functions $u \geq 0$ such that $u \equiv 0$ in $\Omega, \mathcal{L} u=0$ in $\Omega$, but $u>0$ somewhere in $\mathbb{R}^{n} \backslash \Omega$.

### 2.5. Equations with $x$-dependence

TO BE ADDED

### 2.6. Hölder regularity up to the boundary

As we have seen in Section 2.4. solutions to $\mathcal{L} u=f$ in $B_{1}$ with bounded right-hand side are $C^{2 s}$ inside $B_{1}$, and are $C^{\infty}$ in $B_{1}$ whenever $f$ is $C^{\infty}$ and $\mathcal{L} \in \mathfrak{G}_{s}(\lambda, \Lambda ; \mu)$ for all $\mu>0$. We now study the regularity up to the boundary. Consider for example the problem

$$
\left\{\begin{array}{rll}
\mathcal{L} u & =f & \text { in } \\
u & B_{1} \\
u & =0 & \text { in } \\
\mathbb{R}^{n} \backslash B_{1} .
\end{array}\right.
$$

What can we say about the regularity of $u$ in $\overline{B_{1}}$ ?
A simple example for $\mathcal{L}=(-\Delta)^{s}$ showed us that, already in dimension 1 , the function

$$
v(x)=\left(1-x^{2}\right)_{+}^{s}
$$

satisfies

$$
(-\Delta)^{s} v=q_{s} \quad \text { in } \quad B_{1}
$$

for some constant $q_{s}>0$ (recall Proposition 1.9 .2 for $\sqrt{-\Delta}$ and Proposition 1.10 .15 for $\left.(-\Delta)^{s}\right)$. In particular, we do not expect better regularity than $C^{s}$ up to the boundary, even if we have $C^{\infty}$ interior regularity. We emphasize that this is a nonlocal phenomenon, since in the local analogue typically the interior regularity determines the regularity up to the boundary (in smooth domains with smooth boundary datum).

In view of the previous example, one may conjecture that, at least in smooth domains $\Omega \subset \mathbb{R}^{n}$, one has $u \in C^{s}(\bar{\Omega})$. This is precisely what we prove in this section, provided $\mathcal{L} \in \mathfrak{G}_{s}(\lambda, \Lambda)$ is such that its Lévy measure $K$ is homogeneous, 2.1.15) (that is, $\mathcal{L} \in \mathfrak{G}_{s}^{\text {hom }}(\lambda, \Lambda)$, recall Definition 2.1.21):

$$
\left.\begin{array}{c}
\mathcal{L} \in \mathfrak{G}_{s}^{\text {hom }}(\lambda, \Lambda) \\
\mathcal{L} u=f \quad \text { in } \Omega \\
u=0 \quad \text { in } \mathbb{R}^{n} \backslash \Omega \\
\Omega \text { is a } C^{1, \alpha} \text { domain }
\end{array}\right\} \Longrightarrow\|u\|_{C^{s}(\bar{\Omega})} \leq C\|f\|_{L^{\infty}(\Omega)} .
$$

In other words, we will need to assume that $\mathcal{L}$ is a stable operator, see (2.1.30)-2.1.31); or equivalently, $\mathcal{L}$ is of the form 2.1.16). This result was first proved in [186] for the fractional Laplacian in $C^{1,1}$ domains, and later on in 189 for general stable operators in $C^{1, \alpha}$ domains; see also 188 and the results of Grubb [123, 124, 125].

In order to prove this result, the strategy is to first show that

$$
|u(x)| \leq C d^{s}(x),
$$

and then combine it with the interior estimates to get that $u \in C^{s}(\bar{\Omega})$. Here, and throughout the book, we denote

$$
\begin{equation*}
d_{\Omega}(x):=\operatorname{dist}\left(x, \Omega^{c}\right) \quad \text { for any } \quad x \in \mathbb{R}^{n} . \tag{2.6.1}
\end{equation*}
$$

When there is no possible confusion about the domain $\Omega$, we will simply denote $d:=d_{\Omega}$.

The precise result we prove is the following:
Theorem 2.6.1 (Global regularity in $C^{1, \alpha}$ domains). Let $s \in(0,1)$ and let $\mathcal{L} \in \mathfrak{G}_{s}^{\text {hom }}(\lambda, \Lambda)$. Let $\alpha \in(0,1)$, and let $\Omega$ be any bounded $C^{1, \alpha}$ domain. Let $f \in L^{\infty}(\Omega)$, and let $u$ be the weak solution of

$$
\left\{\begin{aligned}
& \mathcal{L} u=f \text { in } \Omega \\
& u=0 \\
& \text { in } \mathbb{R}^{n} \backslash \Omega .
\end{aligned}\right.
$$

Then $u \in C^{s}(\bar{\Omega})$ with

$$
\|u\|_{C^{s}(\Omega)} \leq C\|f\|_{L^{\infty}(\Omega)}
$$

for some $C$ depending only on $n, s, \Omega, \lambda$, and $\Lambda$.
It turns out that, if we want a fine description of the boundary regularity of solutions, we need the kernels $K$ to be homogeneous (namely, $\mathcal{L}$ to be a stable operator, (2.1.16)). This property, that was not important for the interior regularity, becomes essential for the regularity up to the boundary. The main difference comes from the following lemma, stating that the one dimensional functions $u(x)=(x \cdot \boldsymbol{e})_{+}^{s}$ satisfy $\mathcal{L} u=0$ in $\{x \cdot \boldsymbol{e}>0\}$ when $\mathcal{L}$ is homogeneous (cf. Proposition 1.10 .14 for $\left.(-\Delta)^{s}\right)$ :

Lemma 2.6.2. Let $s \in(0,1)$, and let $\mathcal{L} \in \mathfrak{G}_{s}^{\text {hom }}(\lambda, \Lambda)$. Let

$$
u(x)=(x \cdot \boldsymbol{e})_{+}^{s}
$$

for some $\boldsymbol{e} \in \mathbb{S}^{n-1}$. Then

$$
\mathcal{L} u=0 \quad \text { in } \quad\{x \cdot \boldsymbol{e}>0\} .
$$

Proof. We denote $\bar{u}(t)=t_{+}^{s}$ for $\bar{u}: \mathbb{R} \rightarrow \mathbb{R}$, so that $u(x)=\bar{u}(x \cdot \boldsymbol{e})$. We compute $\mathcal{L} u(x)$ by using polar coordinates $y=r \theta$, with $\theta \in \mathbb{S}^{n-1}$ and $r>0$, so that (as an abuse of notation, since $K$ is homogeneous)

$$
K(d y)=\frac{d r}{r^{1+2 s}} K(d \theta)
$$

(c.f. 2.1.16). Then, we have

$$
\begin{array}{rl}
\mathcal{L} & u(x)=\frac{1}{2} \int_{\mathbb{S}^{n-1}} \int_{0}^{\infty}(2 u(x)-u(x+r \theta)-u(x-r \theta)) \frac{d r}{r^{1+2 s}} K(d \theta) \\
= & \frac{1}{4} \int_{\mathbb{S}^{n-1}} \int_{-\infty}^{\infty}(2 u(x)-u(x+r \theta)-u(x-r \theta)) \frac{d r}{|r|^{1+2 s}} K(d \theta) \\
\quad=\frac{1}{4} \int_{\mathbb{S}^{n-1}} \int_{-\infty}^{\infty}(2 \bar{u}(x \cdot \boldsymbol{e})-\bar{u}((x+r \theta) \cdot \boldsymbol{e})-\bar{u}((x-r \theta) \cdot \boldsymbol{e})) \frac{d r}{|r|^{1+2 s}} K(d \theta) \\
\quad=\left.c_{s} \int_{\mathbb{S}^{n-1}}\left((-\Delta)_{\mathbb{R}}^{s} \bar{u}\right)(x \cdot \boldsymbol{e}+r \theta \cdot \boldsymbol{e})\right|_{r=0} K(d \theta)=0
\end{array}
$$
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for $x \in \mathbb{R}^{n}$ such that $x \cdot \boldsymbol{e}>0$, by Proposition 1.10.14.
It is important to emphasize that the previous lemma is not true for general operators $\mathcal{L} \in \mathfrak{G}_{s}(\lambda, \Lambda)$ without the homogeneity assumption.
2.6.1. The case of convex domains. As a consequence of Lemma 2.6.2, we can use the function $(x \cdot \boldsymbol{e})_{+}^{s}$ as a barrier from above to show that, if $u$ satisfies

$$
\left\{\begin{array}{rll}
\mathcal{L} u=f & \text { in } \Omega \\
u=0 & & \text { in } \\
\mathbb{R}^{n} \backslash \Omega
\end{array}\right.
$$

for some convex and bounded domain $\Omega \subset \mathbb{R}^{n}$, where $\mathcal{L} \in \mathfrak{G}_{s}(\lambda, \Lambda)$ is such that $K$ is homogeneous, 2.1.15)-2.1.16 (i.e., $\mathcal{L} \in \mathfrak{G}_{s}^{\operatorname{hom}}(\lambda, \Lambda)$ ), and $f$ with $\|f\|_{L^{\infty}(\Omega)} \leq 1$, then

$$
\begin{equation*}
|u(x)| \leq C d^{s}(x) \quad \text { for } \quad x \in \mathbb{R}^{n}, \tag{2.6.2}
\end{equation*}
$$

for some $C$ depending only on $n, s, \Lambda, \lambda$, and $\operatorname{diam}(\Omega)$.
Indeed, for each $z \in \Omega$, let $z^{*} \in \partial \Omega$ such that $\left|z-z^{*}\right|=d(z)$, and let $\boldsymbol{e}^{*}=\frac{z-z^{*}}{\left|z-z^{*}\right|} \in \mathbb{S}^{n-1}$. Since $\Omega$ is convex, we know that $\Omega \subset\left\{x \in \mathbb{R}^{n}\right.$ : $\left.\left(x-z^{*}\right) \cdot \boldsymbol{e}^{*}>0\right\}$ (see Figure 2.6.1). We define a translation of the 1 dimensional barrier from Lemma 2.6.2,

$$
\phi(x)=\left(\left(x-z^{*}\right) \cdot \boldsymbol{e}^{*}\right)_{+}^{s} .
$$

Observe that $\phi>0$ in $\Omega$ and, by Lemma 2.6.2, $\mathcal{L} \phi=0$ in $\left\{\left(x-z^{*}\right) \cdot \boldsymbol{e}^{*}>0\right\}$. On the other hand, if we assume $0 \in \Omega$ (after a translation), for any $x \in \Omega$,
and for $R=\operatorname{diam}(\Omega)$,

$$
\begin{aligned}
-\mathcal{L}\left(\phi \chi_{B_{R}^{c}}\right)(x) & =\int_{\mathbb{R}^{n}}\left(\left(x+y-z^{*}\right) \cdot e^{*}\right)_{+}^{s} \chi_{B_{R}^{c}}(x+y) K(d y) \\
& \geq \int_{2 R}^{\infty} \int_{\mathbb{S}^{n-1}}\left(\theta \cdot \boldsymbol{e}^{*}\right)_{+}^{s} K(d \theta) \frac{d r}{r^{1+s}} \geq c_{\circ}>0
\end{aligned}
$$

see Remark 2.1.15. Since $\mathcal{L} \phi=0$ for $x \in \Omega$ this implies $\left(\mathcal{L} \phi \chi_{B_{R}}\right)(x) \geq c_{\circ}>0$ in $\Omega$. By defining

$$
v:=\frac{1}{c_{\circ}} \phi \chi_{B_{R}}
$$

we have that $v \geq 0=u$ in $\mathbb{R}^{n} \backslash \Omega$, and

$$
\mathcal{L} u=f \leq 1 \leq \mathcal{L} v \quad \text { in } \quad \Omega .
$$

By the comparison principle, Corollary 2.3.4, we get that $v \geq u$ in $\mathbb{R}^{n}$. In particular, $u(z) \leq C \phi(z)=C d^{s}(z)$. Repeating for every $z \in \Omega$ and replacing $u$ by $-u$, we get that (2.6.2) holds for all $x \in \mathbb{R}^{n}$.

More generally, for $C^{1, \alpha}$ domains $\Omega$, we need a more appropriate barrier, adapted to the domain. Such barrier is constructed in Appendix B see Corollary B.2.7.
2.6.2. Proof of the boundary regularity. Before proving Theorem 2.6 .1 , let us state and prove a local version of the result.

We will use the following:
Definition 2.6.3 (Regular domains). Given a $C^{k, \alpha}$ domain with $k \in \mathbb{N}$, and $\alpha \in(0,1]$, we say that $\varrho$ is a $C^{k, \alpha}$-radius for $\Omega$ if, for any $x_{\circ} \in \partial \Omega$ with $\nu_{\circ} \in \mathbb{S}^{n-1}$ the unit normal to $\partial \Omega$, we have
$\varrho^{-1} \mathcal{R}\left(\partial \Omega-x_{\circ}\right) \cap\left(B_{1}^{\prime} \times[-1,1]\right)=\left\{\begin{array}{l}\left(x^{\prime}, x_{n}\right) \in B_{1}^{\prime} \times[-1,1]: x_{n}=\varphi\left(x^{\prime}\right), \\ \text { with }\|\nabla \varphi\|_{C^{k-1, \alpha}\left(B_{1}^{\prime}\right)} \leq 1\end{array}\right\}$, for some $\varphi \in C^{k, \alpha}\left(B_{1}^{\prime}\right)$, where $\mathcal{R}$ is any rotation such that $\mathcal{R}\left(\nu_{\circ}\right)=e_{n}$, and $B_{1}^{\prime} \subset \mathbb{R}^{n-1}$ is the unit ball.

Observe that if $\varrho>0$ is a $C^{k, \alpha}$-radius for $\Omega$, then $0<\varrho^{\prime}<\varrho$ is also a $C^{k, \alpha}$-radius for $\Omega$.

The local version of Theorem 2.6.1 is then the following:
Proposition 2.6.4 (Boundary regularity in $C^{1, \alpha}$ domains). Let $s \in(0,1)$ and let $\mathcal{L} \in \mathfrak{G}_{s}^{\text {hom }}(\lambda, \Lambda)$. Let $\alpha \in(0,1)$, and let $\Omega$ be any $C^{1, \alpha}$ domain with $C^{1, \alpha}$-radius $\varrho_{\circ}>0$. Let $f \in L^{\infty}\left(\Omega \cap B_{1}\right)$, and let $u \in L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)$ for some $\varepsilon>0$ be a weak solution of

$$
\left\{\begin{aligned}
\mathcal{L} u & =f & & \text { in } \Omega \cap B_{1} \\
u & =0 & & \text { in } B_{1} \backslash \Omega
\end{aligned}\right.
$$
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Then, $u \in C_{\text {loc }}^{s}\left(B_{1}\right)$ with

$$
\|u\|_{C^{s}\left(B_{1 / 2}\right)} \leq C\left(\|u\|_{L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)}+\|f\|_{L^{\infty}\left(\Omega \cap B_{1}\right)}\right)
$$

for some $C$ depending only on $n, s, \varrho_{\circ}, \varepsilon, \lambda$, and $\Lambda$.
Proof. Let $\tilde{u}=u \chi_{B_{2}}$, and let $\mathcal{L} \tilde{u}=\tilde{f}$ in $\Omega \cap B_{1}$, with

$$
\begin{aligned}
\|\tilde{f}\|_{L^{\infty}\left(\Omega \cap B_{1}\right)} & \leq\|f\|_{L^{\infty}\left(\Omega \cap B_{1}\right)}+\| \mathcal{L}\left(u \chi_{\left.B_{2}^{c}\right)} \|_{L^{\infty}\left(B_{1}\right)}\right. \\
& \leq\|f\|_{L^{\infty}\left(\Omega \cap B_{1}\right)}+C\|u\|_{L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)}
\end{aligned}
$$

by Lemma 2.2.4. After dividing by a constant, we assume that $\|\tilde{f}\|_{L^{\infty}\left(\Omega \cap B_{1}\right)} \leq$ 1 and $\|\tilde{u}\|_{L^{\infty}\left(\mathbb{R}^{n}\right)} \leq 1$, and we notice that $u=\tilde{u}$ in $B_{1}$, and $\tilde{u} \equiv 0$ in $\mathbb{R}^{n} \backslash B_{2}$.

We divide the proof into two steps.
Step 1: Let $D \subset B_{1}$ with

$$
B_{1 / 2} \backslash \Omega \subset D \subset B_{1} \backslash \Omega
$$

be a $C^{1, \alpha}$ set with $C^{1, \alpha}$-radius $c \varrho_{\circ}$ (for some $c>0$ universal); see Figure 2.6.2. Thanks to Corollary B.2.7 applied to $\tilde{\Omega}:=B_{3} \backslash D \supset \Omega \cap B_{2}$, there exists $\delta>0$ (depending only on $n, s, \alpha, \varrho_{0}, \lambda$, and $\Lambda$ ) and $\varphi$ such that denoting $N_{\delta}:=\left\{0<d_{\tilde{\Omega}}(x)<\delta\right\}$,

$$
\left\{\begin{aligned}
\mathcal{L} \varphi & \geq 1 & & \text { in } \quad N_{\delta} \\
\varphi(x) & \leq \frac{1}{\delta} d_{\tilde{\Omega}}^{s}(x) & & \text { for } \quad x \in \tilde{\Omega} .
\end{aligned}\right.
$$

(Since $\varphi \in H^{s}\left(\mathbb{R}^{n}\right)$, this is also satisfied in the weak sense.) In particular, and since $u=0$ in $\mathbb{R}^{n} \backslash B_{2}$,

$$
C \mathcal{L} \varphi \geq \mathcal{L} \tilde{u} \quad \text { in } \quad N_{\delta} \cap B_{1} \cap \Omega \quad \text { and } \quad C \varphi \geq \tilde{u} \quad \text { in } \quad \mathbb{R}^{n} \backslash\left(N_{\delta} \cap \Omega\right)
$$

for some $C$ large enough (depending on $\delta$ ). By the comparison principle, Corollary 2.3.4, we have that $C \varphi \geq \tilde{u}$ in $N_{\delta} \cap B_{1} \cap \Omega$ as well. Consequently

$$
\begin{equation*}
|\tilde{u}(x)|=|u(x)| \leq C d_{\tilde{\Omega}}(x)^{s}=C d_{\Omega}(x)^{s} \quad \text { for } \quad x \in B_{3 / 4} . \tag{2.6.3}
\end{equation*}
$$

Step 2: We now combine (2.6.3) with the interior estimates in Theorem 2.4.3 to get the desired result (recall that weak solutions in $L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)$ are distributional solutions as well, see Lemma 2.2.32).

Indeed, let $x_{1}, x_{2} \in \Omega \cap B_{1 / 2}$, and let $r=d_{\Omega}\left(x_{1}\right) \leq d_{\Omega}\left(x_{2}\right)$. We separate now into two cases:

- If $\rho:=\left|x_{1}-x_{2}\right| \geq \frac{r}{2}$, then

$$
\left|u\left(x_{1}\right)-u\left(x_{2}\right)\right| \leq\left|u\left(x_{1}\right)\right|+\left|u\left(x_{2}\right)\right| \leq C r^{s}+C(\rho+r)^{s} \leq C \rho^{s},
$$

thanks to (2.6.3).

- If $\rho:=\left|x_{1}-x_{2}\right|<\frac{r}{2}$ instead, then $B_{r}\left(x_{1}\right) \subset \Omega \cap B_{1}$ and $x_{2} \in B_{r / 2}\left(x_{1}\right)$. We consider the rescaled function $\tilde{u}_{r}(x)$ defined by

$$
\tilde{u}_{r}(x):=\tilde{u}\left(x_{1}+r x\right),
$$

which (thanks to 2.1.17) satisfies

$$
\mathcal{L} \tilde{u}_{r}(x)=r^{2 s} \tilde{f}\left(x_{1}+r x\right)=: f_{r}(x) \quad \text { in } \quad B_{1},
$$

and $\left\|\tilde{u}_{r}\right\|_{L^{\infty}\left(B_{2}\right)} \leq C r^{s}$ from (2.6.3). Moreover, if we denote $x_{*} \in \partial \Omega$ such that $r=\left|x_{1}-x_{*}\right|$, we have for any $x \in B_{1 /(2 r)}$,

$$
\begin{aligned}
\left|\tilde{u}_{r}(x)\right| & \leq C d_{\Omega}^{s}\left(x_{1}+r x\right) \leq C\left(\left|x_{1}-x_{*}\right|+r|x|\right)^{s} \\
& \leq C\left(\left|x_{1}-x_{*}\right|^{s}+r^{s}|x|^{s}\right) \leq C r^{s}\left(1+|x|^{s}\right) .
\end{aligned}
$$

Furthermore, $\left\|\tilde{u}_{r}\right\|_{L^{\infty}\left(\mathbb{R}^{n}\right)}=\|\tilde{u}\|_{L^{\infty}\left(\mathbb{R}^{n}\right)} \leq 1$. Hence, $\tilde{u}_{r} \in L_{s}^{\infty}\left(\mathbb{R}^{n}\right)$, with $\left\|\tilde{u}_{r}\right\|_{L_{s}^{\infty}\left(\mathbb{R}^{n}\right)} \leq C r^{s}$. Applying Theorem 2.4.3 (see Remark 2.4.5) with $C^{s}$ norm on the left-hand side, and $p=\infty$, we get

$$
\left[\tilde{u}_{r}\right]_{C^{s}\left(B_{1 / 2}\right)} \leq C\left(\left\|\tilde{u}_{r}\right\|_{L_{s}^{\infty}\left(\mathbb{R}^{n}\right)}+\left\|f_{r}\right\|_{L^{\infty}\left(B_{3 / 4}\right)}\right) \leq C r^{s} .
$$

Since $\left[\tilde{u}_{r}\right]_{C^{s}\left(B_{1 / 2}\right)}=r^{s}[\tilde{u}]_{C^{s}\left(B_{r / 2}\left(x_{1}\right)\right)}$, we deduce $[\tilde{u}]_{C^{s}\left(B_{r / 2}\left(x_{1}\right)\right)} \leq C$ and $\left|\tilde{u}\left(x_{1}\right)-\tilde{u}\left(x_{2}\right)\right| \leq C r^{s}$.
In all, since $u=\tilde{u}$ in $B_{1 / 2}$, for any $x_{1}, x_{2} \in \Omega \cap B_{1 / 2}$ we have $\mid u\left(x_{1}\right)-$ $u\left(x_{2}\right)|\leq C| x_{1}-\left.x_{2}\right|^{s}$, which gives the desired result.

As a consequence, we have:
Proof of Theorem 2.6.1. We cover $\Omega$ with finitely many balls $B_{1 / 2}\left(x_{i}\right)$, and apply Proposition 2.6 .4 to each of them to get the desired result (notice that $u$ is bounded by Lemma 2.3.9.
Remark 2.6.5. Theorem 2.6.1 says that if $u$ is a weak solution, then it is continuous up to the boundary. From now one we can consider distributional solutions that are continuous up to the boundary and this will in
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particular include weak solutions (recall Lemma 2.2.32). Observe that Theorem 2.6.1 and Proposition 2.6.4 also hold true for continuous distributional solutions (by using the comparison principle in Corollary 2.3 .8 instead of Corollary 2.3.4.

This also allows us to expand our class of functions to nonenergetic solutions; see Proposition 2.6.13 below.
2.6.3. Hopf's lemma. We have shown that, given a $C^{1, \alpha}$ domain $\Omega$ and $\mathcal{L} u=f$ in $\Omega, u=0$ in $\mathbb{R}^{n} \backslash \Omega$, then up to a constant we have $|u(x)| \leq d^{s}(x)$. We next show that, if moreover we assume $u \geq 0$ and $f \geq 0$, then we also have the lower bound $|u(x)| \geq c d^{s}(x)$ for some $c>0$, whenever $u \not \equiv 0$ in $\Omega$.

Proposition 2.6.6 (Hopf's Lemma). Let $s \in(0,1)$ and let $\mathcal{L} \in \mathfrak{G}_{s}^{\text {hom }}(\lambda, \Lambda)$. Let $\alpha \in(0,1)$, and let $\Omega$ be any $C^{1, \alpha}$ domain. Let $u \in L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right) \cap C\left(\overline{B_{1}}\right)$ for some $\varepsilon>0$ satisfy distributionally
for some $f \in L_{\text {loc }}^{\infty}(\Omega)$. Then either $u \equiv 0$ in $\Omega$ or

$$
|u(x)| \geq c d^{s}(x) \quad \text { for } \quad x \in B_{1 / 2}
$$

for some $c>0$.
Proof. By the strong maximum principle (Theorem 2.4.15) we know that if $u \not \equiv 0$ in $\Omega$ then $u>0$ in $\Omega$. Thus, let us assume $u>0$ in $\Omega$.

Let $D \subset B_{1}$ with

$$
\begin{equation*}
\Omega \cap B_{1 / 2} \subset D \subset \Omega \cap B_{1} \tag{2.6.4}
\end{equation*}
$$

be a $C^{1, \alpha}$ domain (in particular, it has $C^{1, \alpha}$-radius $\varrho>0$ ), see Figure 2.6.3. We use the subsolution $\varphi$ from Corollary B.2.8, which satisfies

$$
\left\{\begin{array}{rll}
\mathcal{L} \varphi & \leq-1 & \text { in } \quad N_{\delta}  \tag{2.6.5}\\
\varphi(x) & \geq \delta d_{D}^{s}(x) & \text { for } \quad x \in D
\end{array}\right.
$$

for some $\delta>0$, and where $N_{\delta}:=\left\{0<d_{D}(x)<\delta\right\}$. Let $c_{*}$ be defined as

$$
c_{*}=\min \left\{u(x): x \in D \backslash N_{\delta}\right\}>0 .
$$

Observe that $c_{*}>0$ since $u>0$ in $D$ and $u$ is continuous. Then, we have that

$$
c_{*} \delta \mathcal{L} \varphi \leq \mathcal{L} u \quad \text { in } \quad N_{\delta} \quad \text { and } \quad c_{*} \delta \varphi \leq u \quad \text { in } \quad \mathbb{R}^{n} \backslash N_{\delta} .
$$

By the comparison principle, Corollary 2.3 .8 we have that $c_{*} \delta \varphi \leq u$ in $B_{1}$. In particular, from (2.6.4) and (2.6.5) we get the desired result.

Remark 2.6.7. Proceeding as in the proof of the strong maximum principle, Theorem 2.4.15, we also have a version of Hopf's lemma for weak solutions.

Remark 2.6.8. The strong maximum principle, Theorem 2.4.15, holds for distributional solutions with right-hand side $f \in L_{\text {loc }}^{1}(\Omega)$. In this case, inside the proof one can use the unique weak solution to

$$
\left\{\begin{aligned}
\mathcal{L} \bar{u} & =\min \{1, f\} & & \text { in } \Omega \\
\bar{u} & =0 & & \text { in } \mathbb{R}^{n} \backslash \Omega,
\end{aligned}\right.
$$

as a barrier from below for $u$ when applying the comparison principle, Corollary 2.3.8. We are using here that $\bar{u} \in C(\bar{\Omega})$ thanks to Theorem 2.6.1.

As a consequence, in Hopf's lemma, Proposition 2.6.6, we could assume instead that $f \in L_{\text {loc }}^{1}(\Omega)$, and we would obtain the same result.
2.6.4. Boundary regularity in $C^{1}$ and Lipschitz domains. Let us now show how to obtain an estimate up to the boundary in more general domains ( $C^{1}$ and Lipschitz), with operators whose kernels are not necessarily homogeneous.

In this case, solutions are not $C^{s}$ but only $C^{\delta}$ up to the boundary, for some small $\delta>0$. On the other hand, in order to construct the barriers in Lipschitz domains, we need a pointwise assumption on the kernels of the form

$$
\begin{equation*}
K(d y)=K(y) d y \quad \text { and } \quad \frac{\lambda}{|y|^{n+2 s}} \leq K(y) \leq \frac{\Lambda}{|y|^{n+2 s}} \quad \text { in } \quad \mathbb{R}^{n} . \tag{2.6.6}
\end{equation*}
$$

Our next estimate reads as follows.
Proposition 2.6.9 (Boundary regularity in $C^{1}$ and Lipschitz domains). Let $s \in(0,1)$, let $\mathcal{L} \in \mathfrak{G}_{s}(\lambda, \Lambda)$, and let $\Omega$ be any domain. Suppose, moreover, that
(i) either $\Omega$ is a $C^{1}$ domain,
(ii) or $\Omega$ is a Lipschitz domain and $\mathcal{L}$ satisfies (2.6.6).

Let $f \in L^{\infty}\left(\Omega \cap B_{1}\right)$, and $u \in L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)$ for some $\varepsilon>0$ be any weak solution of

$$
\left\{\begin{array}{rlll}
\mathcal{L} u & =f & & \text { in } \\
u \cap B_{1} \\
u & =0 & & \text { in } \\
B_{1} \backslash \Omega .
\end{array}\right.
$$

Then $u \in C_{\text {loc }}^{\delta}\left(B_{1}\right)$ with

$$
\|u\|_{C^{\delta}\left(B_{1 / 2}\right)} \leq C\left(\|u\|_{L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)}+\|f\|_{L^{\infty}\left(\Omega \cap B_{1}\right)}\right)
$$

for some $\delta>0$ and $C$ depending only on n, $s, \Omega, \varepsilon, \lambda$, and $\Lambda$.
Proof. The proof is essentially the same as in Proposition 2.6.4, using now the barrier constructed in Lemma B.4.2 for case (i), or the barrier from Lemma B.3.3 in case (ii). Namely, we take $\varphi:=C \mathfrak{d}_{D}^{\varepsilon}$ for some $\varepsilon>0$ small enough (see Definition 2.7.5), and repeat the exact same proof of Proposition 2.6.4 (with exponent $\varepsilon$ instead of $s$ ).

There is only one difference: the function $\varphi$ does not belong to $H^{s}\left(\mathbb{R}^{n}\right)$ now, and therefore we cannot directly use the comparison principle for weak solutions. To solve this, we consider slightly larger domains $D_{t} \supset D$ for $t>0$, with $D_{t}$ being Lipschitz domains converging to $D$ as $t \rightarrow 0$, and such that $\partial D_{t} \cap \partial \Omega=\varnothing$. Then, the functions $\varphi_{t}:=C \mathfrak{d}_{D_{t}}^{\varepsilon}$ are in the correct energy space (since they are smooth inside $D_{t}$, we have that (2.2.21) holds for $\varphi_{t}$ ) and thus by the comparison principle for weak solutions we deduce that $u \leq \varphi_{t}$ in $\Omega \cap B_{1 / 2}$. Letting then $t \rightarrow 0$ we get that $u \leq \varphi$, and the rest of the proof is the same.

Remark 2.6.10. In fact, in part (i) one could instead consider Lipschitz domains with a sufficiently small Lipschitz constant; see Remark B.4.3.

And we obtain the global regularity in this setting as a consequence.
Corollary 2.6.11. Let $s \in(0,1)$, let $\mathcal{L} \in \mathfrak{G}_{s}(\lambda, \Lambda)$, and let $\Omega$ be any bounded domain. Suppose, moreover, that
(i) either $\Omega$ is a $C^{1}$ domain,
(ii) or $\Omega$ is a Lipschitz domain and $\mathcal{L}$ satisfies (2.6.6).

Let $f \in L^{\infty}(\Omega)$, and let $u$ be the weak solution to

$$
\left\{\begin{aligned}
\mathcal{L} u=f & \text { in } \Omega \\
u=0 & \text { in } \mathbb{R}^{n} \backslash \Omega .
\end{aligned}\right.
$$

Then $u \in C^{\delta}(\bar{\Omega})$ with

$$
\|u\|_{C^{\delta}(\Omega)} \leq C\|f\|_{L^{\infty}(\Omega)}
$$

for some $\delta>0$ and $C$ depending only on $n, s, \Omega, \lambda$, and $\Lambda$.

Proof. Apply Proposition $\sqrt[2.6 .9]{ }$ to finitely many balls covering $\partial \Omega$, and combine with interior regularity estimates, Theorem 2.4.3.
2.6.5. Existence of continuous distributional solutions. As a consequence of the regularity up to the boundary for general operators from Corollary 2.6.11, and thanks to the comparison principle for continuous distributional solutions, we obtain the general existence result for continuous distributional solutions:

Theorem 2.6.12. Let $s \in(0,1)$, let $\mathcal{L} \in \mathfrak{G}_{s}(\lambda, \Lambda)$, and let $\Omega$ be any bounded $C^{1}$ domain. Let $g \in L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)$ for some $\varepsilon>0$ be continuous at all points on $\partial \Omega$, and let $f \in L^{\infty}(\Omega)$. Then, there exists a unique distributional solution $u \in C(\bar{\Omega}) \cap L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)$ to the equation

$$
\left\{\begin{aligned}
& \mathcal{L} u=f \text { in } \Omega \\
& u=g \\
& \text { in } \mathbb{R}^{n} \backslash \Omega .
\end{aligned}\right.
$$

Proof. By considering $g \chi_{B_{2 R}}$ instead of $g$, where $\Omega \subset B_{R}$, we can assume that $g$ is globally bounded (cf. the beginning of the proof of Proposition 2.6.4. Thus, from now on, we will use $g \in L^{\infty}\left(\mathbb{R}^{n}\right)$.

We divide the proof into three steps.
Step 1: Let $\bar{g}$ be any smooth extension of $g$ inside $\Omega$, that is, $\bar{g} \in L^{\infty}\left(\mathbb{R}^{n}\right) \cap$ $C(\bar{\Omega}) \cap C^{\infty}(\Omega)$ with $\bar{g}=g$ in $\mathbb{R}^{n} \backslash \Omega$. We can take, for example, the harmonic extension of $g$ inside $\Omega$.

Let $\delta>0$, and let $\Omega_{\delta}:=\left\{x \in \Omega: d_{\Omega}(x)>\delta\right\}$. We consider the problem

$$
\left\{\begin{aligned}
& \mathcal{L} u_{\delta}=f \\
& u_{\delta}=\bar{g} \text { in } \quad \Omega_{\delta} \\
& \mathbb{R}^{n} \backslash \Omega_{\delta},
\end{aligned}\right.
$$

which now has a unique weak solution by Theorem 2.2.24. This is because we have that, since $\bar{g}$ is smooth near $\partial \Omega_{\delta}$,

$$
\langle\bar{g}, \bar{g}\rangle_{K ; \Omega_{\delta}} \leq C_{\delta}<\infty,
$$

for some $C_{\delta}$ that might blow-up as $\delta \downarrow 0$.
Hence, $u_{\delta}$ is globally bounded (by Lemma 2.3.9) and therefore it is also a distributional solution to $\mathcal{L} u_{\delta}=f$ in $\Omega_{\delta}$ (by Lemma 2.2.32). Thanks to the interior regularity estimates from Theorem [2.4.3, by Arzelà-Ascoli we also know that $u_{\delta}$ converges locally uniformly in $\Omega$ to some $u \in C(\Omega) \cap L^{\infty}\left(\mathbb{R}^{n}\right)$ with $u=g$ in $\mathbb{R}^{n} \backslash \Omega$, which by Proposition 2.2.36 (where $\mathcal{L}_{k}$ is constant and equal to $\mathcal{L}$ for all $k$ ) is also a distributional solution to $\mathcal{L} u=f$. It only remains to be seen that $u$ is continuous at all points on $\partial \Omega$.
Step 2: We want to show that there exists some modulus of continuity $\omega$ independent of $\delta$ such that

$$
\left|g(x)-u_{\delta}(y)\right| \leq \omega(|x-y|) \quad \text { for all } \quad x \in \partial \Omega, y \in \Omega
$$

To do that, let us first build an appropriate barrier.
Notice that the previous inequality already holds for any $y \in \Omega \backslash \Omega_{\delta}$ (with $\omega$ being the modulus of $\bar{g}$ on $\partial \Omega$ ).

Let $\xi \geq 0$ be the unique weak solution, given by Theorem 2.2 .24 , to

$$
\left\{\begin{array}{rll}
\mathcal{L} \xi & =1 & \text { in } \Omega \\
\xi & =0 & \text { in } \\
\mathbb{R}^{n} \backslash \Omega
\end{array}\right.
$$

By Corollary 2.6.11, $\xi \in C^{\gamma}\left(\mathbb{R}^{n}\right)$ for some $\gamma>0$, where $\gamma$ and the $C^{\gamma}$ estimates on $\xi$ depend only on $n, s, \Omega, \lambda$, and $\Lambda$.

Let now $x_{\circ} \in \partial \Omega$ fixed, and let us consider the function

$$
\psi_{x_{\circ}}(x):=C \xi(x)+\frac{2\left|x-x_{\circ}\right|^{2}}{1+\left|x-x_{\circ}\right|^{2}} .
$$

Since $h_{x_{\circ}}(x):=\frac{2\left|x-x_{0}\right|^{2}}{1+\left|x-x_{0}\right|^{2}}$ is smooth and globally bounded, by Lemma 2.2.4 there exists some $C_{0}$ universal (depending only on $n$ and $\Lambda$ ) such that

$$
\left|\mathcal{L} h_{x_{\circ}}\right| \leq C_{0} \quad \text { in } \quad \mathbb{R}^{n} .
$$

Hence, we can choose $C$ large enough (depending on $C_{0}$ ) in the definition of $\psi_{x^{\prime}}$ such that

$$
\mathcal{L} \psi_{x_{0}} \geq 1 \quad \text { in } \quad \Omega .
$$

Moreover, $\psi_{x_{\circ}} \in C^{\gamma}\left(\mathbb{R}^{n}\right), \psi\left(x_{\circ}\right)=0, \psi_{x_{\circ}}>0$ in $\mathbb{R}^{n} \backslash\left\{x_{\circ}\right\}$, and $\psi_{x_{\circ}} \geq 1$ in $\mathbb{R}^{n} \backslash B_{1}\left(x_{\circ}\right)$.
Step 3: Let $\varepsilon>0$, and let us define

$$
w_{\varepsilon}=g\left(x_{\circ}\right)+\varepsilon+k_{\varepsilon} \psi_{x_{\circ}},
$$

where $k_{\varepsilon}$ is chosen large enough (depending on $\varepsilon$, but also on $\Omega, n, s, \lambda, \Lambda$, and on the modulus of continuity of $g$ on $\partial \Omega$ ) so that

$$
\left|\bar{g}-g\left(x_{\circ}\right)\right| \leq \varepsilon+k_{\varepsilon} \psi_{x_{\circ}} \quad \text { in } \quad \mathbb{R}^{n} .
$$

Hence, we have

$$
\begin{equation*}
w_{\varepsilon} \geq \bar{g} \quad \text { in } \quad \mathbb{R}^{n} . \tag{2.6.7}
\end{equation*}
$$

By assuming $k_{\varepsilon} \geq\|f\|_{L^{\infty}(\Omega)}$, we have from the fact that $\mathcal{L} \psi_{x_{\circ}} \geq 1$ in $\Omega$,

$$
\begin{equation*}
\mathcal{L} w_{\varepsilon} \geq k_{\varepsilon} \mathcal{L}\left(\psi_{x_{\circ}}\right) \geq\|f\|_{L^{\infty}(\Omega)} \quad \text { in } \quad \Omega . \tag{2.6.8}
\end{equation*}
$$

Thus, (2.6.7)-(2.6.8) let us apply the comparison principle for weak solutions in $\Omega_{\delta}$, Corollary 2.3.4, comparing $w_{\varepsilon}$ and $u_{\delta}$, to deduce

$$
u_{\delta} \leq w_{\varepsilon} \quad \text { in } \quad \mathbb{R}^{n}, \quad \text { for all } \quad \delta>0
$$

By continuity of $\psi_{x_{0}}$, for each $\varepsilon>0$ there exists some $\tilde{\delta}>0$ (independent of $\left.x_{\circ}\right)$ such that $w_{\varepsilon} \leq g\left(x_{\circ}\right)+2 \varepsilon$ in $B_{\tilde{\delta}}\left(x_{\circ}\right)$. This yields $u_{\delta} \leq w_{\varepsilon} \leq g\left(x_{\circ}\right)+2 \varepsilon$
in $B_{\tilde{\delta}}\left(x_{\circ}\right)$, and letting $\delta \downarrow 0$ we obtain that for each $\varepsilon>0$ there exists some $\tilde{\delta}>0$ such that

$$
u \leq g\left(x_{\circ}\right)+2 \varepsilon \quad \text { in } \quad B_{\tilde{\delta}}\left(x_{\circ}\right) .
$$

Repeating from below (defining $\tilde{w}_{\varepsilon}=g\left(x_{\circ}\right)-\varepsilon-k_{\varepsilon} \psi_{x_{\circ}}$ ) we obtain that $u$ is continuous at any $x_{\circ} \in \partial \Omega$. Since it was continuous in $\Omega$ by interior regularity, we deduce that $u \in C(\bar{\Omega})$. Finally, the uniqueness follows from the comparison principle, Corollary 2.3.8.
2.6.6. Boundary regularity with unbounded right-hand side. Let us now establish two boundary regularity results with a right-hand side that blows up as it approaches the boundary. They will be used in subsection 2.6.7 and Section 2.7 below.

We start with solutions to an equation with right-hand side $f$ that may blow up at a rate $d^{\alpha-s}$. Notice that, $f$ belongs only to $L^{p}$ for $p>\frac{1}{s}$ and so, in general, one cannot talk about weak solutions in this setting (see Definition 2.2.19). We show that, even if $f$ is not bounded, we can still recover the optimal $C^{s}$ regularity of solutions.

Proposition 2.6.13. Let $s \in(0,1)$ and let $\mathcal{L} \in \mathfrak{G}_{s}^{\text {hom }}(\lambda, \Lambda)$. Let $\alpha>0$, and let $\Omega$ be any $C^{1, \alpha}$ domain with $C^{1, \alpha}$-radius $\varrho_{\circ}>0$. Let $f d^{s-\alpha} \in L^{\infty}\left(\Omega \cap B_{1}\right)$, and let $u \in C\left(B_{1}\right) \cap L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)$ for some $\varepsilon>0$ be a distributional solution to

$$
\left\{\begin{array}{rlll}
\mathcal{L} u & =f & \text { in } & \Omega \cap B_{1} \\
u & =0 & & \text { in } \\
B_{1} \backslash \Omega .
\end{array}\right.
$$

Then $u \in C_{\text {loc }}^{s}\left(B_{1}\right)$ with

$$
\|u\|_{C^{s}\left(B_{1 / 2}\right)} \leq C\left(\|u\|_{L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)}+\left\|f d^{s-\alpha}\right\|_{L^{\infty}\left(\Omega \cap B_{1}\right)}\right)
$$

for some $C$ depending only on $n, s, \alpha, \varrho_{\circ}, \varepsilon, \lambda$, and $\Lambda$.
Proof. The proof is a modification of the proof of Proposition 2.6.4. We highlight the only differences:

- We need to consider now (continuous) distributional solutions because otherwise the growth on the right-hand side is not compatible with the finite energy constraint of weak solutions. The interior regularity estimates were already stated for distributional solutions, whereas for the comparison principle we need to use Corollary 2.3 .8 instead of Corollary 2.3.4.
- In Step 1 of the proof of Proposition 2.6 .4 we used the barrier from Corollary B.2.7 with right-hand side 1 . We now proceed slightly differently, to obtain again 2.6.3). Indeed, we consider $D \subset B_{7 / 8}$ similar in construction to the one in Proposition 2.6.6.

$$
\Omega \cap B_{5 / 6} \subset D \subset \Omega \cap B_{7 / 8},
$$

such that $D$ is a $C^{1, \alpha}$ domain. We split $u=u_{1}+u_{2}$, where $u_{1}$ is the unique distributional solution in $C(\bar{D})$ (given by Theorem 2.6.12) to

$$
\left\{\begin{aligned}
\mathcal{L} u_{1}=0 & \text { in } \quad D \\
u_{1}=u & \text { in } \mathbb{R}^{n} \backslash D .
\end{aligned}\right.
$$

In particular, we immediately have that $u_{1} \in C^{s}\left(B_{3 / 4}\right)$ by Proposition 2.6.4 (rescaled) and Remark 2.6.5, with

$$
\left\|u_{1}\right\|_{C^{s}\left(B_{3 / 4}\right)} \leq C\|u\|_{L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)} .
$$

On the other hand, $u_{2}$ is a distributional solution to

$$
\left\{\begin{aligned}
\mathcal{L} u_{2}=f & \text { in } \quad D \\
u_{2}=0 & \text { in } \mathbb{R}^{n} \backslash D,
\end{aligned}\right.
$$

where $f d_{\Omega}^{s-\alpha} \in L^{\infty}\left(\Omega \cap B_{1}\right)$, and since $D \subset \Omega$, we also have $f d_{D}^{s-\alpha} \in$ $L^{\infty}(D)$. We can therefore use the barrier from Corollary B.2.7 with righthand side $d_{D}^{\alpha-s}$ together with the comparison principle Corollary 2.3 .8 to obtain 2.6.3 now too.

- In Step 2, we proceed in the same way by observing that now

$$
\left\|f_{r}\right\|_{L^{\infty}\left(B_{3 / 4}\right)} \leq C r^{2 s} r^{-s} \leq r^{s},
$$

and hence the same proof still works.
For the second result, we consider even more singular $f$, and we get a lower regularity of the solution. In this case, we can also deal with $C^{1}$ domains:

Proposition 2.6.14. Let $s \in(0,1)$ and let $\mathcal{L} \in \mathfrak{G}_{s}^{\text {hom }}(\lambda, \Lambda)$. Let $\alpha \in(0, s)$, and let $\Omega$ be any $C^{1}$ domain. Let $f d^{2 s-\alpha} \in L^{\infty}\left(\Omega \cap B_{1}\right)$, and let $u \in$ $C\left(B_{1}\right) \cap L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)$ for some $\varepsilon>0$ be a distributional solution to

$$
\left\{\begin{aligned}
\mathcal{L} u=f & \text { in } \Omega \cap B_{1} \\
u=0 & \text { in } B_{1} \backslash \Omega .
\end{aligned}\right.
$$

Then $u \in C_{\mathrm{loc}}^{\alpha}\left(B_{1}\right)$ with

$$
\|u\|_{C^{\alpha}\left(B_{1 / 2}\right)} \leq C\left(\|u\|_{L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)}+\left\|f d^{2 s-\alpha}\right\|_{L^{\infty}\left(\Omega \cap B_{1}\right)}\right)
$$

for some $C$ depending only on $n, s, \alpha, \Omega, \varepsilon, \lambda$, and $\Lambda$.
Proof. The proof is a modification of the proof of Proposition 2.6.13 (which, at the same time, is modification of the proof of Proposition 2.6.4). The differences with respect to the proof Proposition 2.6.13 are:

- In the second bullet point, we use the barrier from Proposition B.2.9 with right-hand side $\alpha-2 s$ instead of that from Corollary B.2.7, to obtain in this case

$$
|\tilde{u}(x)|=|u(x)| \leq C d_{\Omega}(x)^{\alpha} \quad \text { for } \quad x \in B_{3 / 4} .
$$

- In the third bullet point, regarding Step 2 of the proof of Proposition 2.6.13, we proceed in the same way by observing that now

$$
\left\|f_{r}\right\|_{L^{\infty}\left(B_{3 / 4}\right)} \leq C r^{2 s} r^{\alpha-2 s} \leq r^{\alpha},
$$

and hence the same proof still works.
2.6.7. Boundary regularity with nonzero exterior data. Up until now, we were considering problems with exterior data equal to zero (see Theorem 2.6 .1 and Proposition 2.6.4). Thanks to the results in subsection 2.6.6. we can extend them to more general exterior data.

Given a bounded domain $\Omega \subset \mathbb{R}^{n}$, we now consider an exterior datum $g: \mathbb{R}^{n} \backslash \Omega \rightarrow \mathbb{R}$ such that, for some $\alpha \in(0, \min \{1,2 s\})$ and $\varepsilon \in(0,2 s-\alpha)$,

$$
\begin{equation*}
|g(x)|+\frac{|g(x)-g(y)|}{|x-y|^{\alpha}+|x-y|^{2 s-\varepsilon}} \leq C_{\circ} \quad \text { for all } \quad x \in \partial \Omega, y \in \mathbb{R}^{n} \backslash \Omega \tag{2.6.9}
\end{equation*}
$$

Condition 2.6.9 basically says that $g$ is bounded on $\partial \Omega$, it is " $C^{\alpha}$ " when comparing points on $\partial \Omega$ with points on $\mathbb{R}^{n} \backslash \Omega$ "close" to $\partial \Omega$, and it is $L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)$ at infinity. For example, if $g \in C^{\alpha}\left(\mathbb{R}^{n} \backslash \Omega\right)$ it immediately satisfies (2.6.9), whereas in general 2.6.9) also allows for discontinuities far away from $\partial \Omega$ and a growth up to a power $2 s-\varepsilon$ at infinity.

The regularity up to the boundary is then the following:
Proposition 2.6.15. Let $s \in(0,1)$ and let $\mathcal{L} \in \mathfrak{G}_{s}^{\text {hom }}(\lambda, \Lambda)$. Let $\alpha \in$ $(0, \min \{1,2 s\}), \varepsilon \in(0,2 s-\alpha)$, and let $\Omega \subset \mathbb{R}^{n}$ be a bounded domain. Let $f \in L^{\infty}\left(\Omega \cap B_{1}\right)$, let $g$ satisfy (2.6.9) for some $C_{\circ}>0$, and let $u \in C\left(B_{1}\right)$ be a distributional solution of

$$
\left\{\begin{array}{rlll}
\mathcal{L} u & =f & & \text { in } \\
u \cap B_{1} \\
u & =g & & \text { in } \\
B_{1} \backslash \Omega .
\end{array}\right.
$$

Then,
(i) If $\alpha<s$ and $\Omega$ is a $C^{1}$ domain, then $u \in C_{\text {loc }}^{\alpha}\left(B_{1}\right)$ with

$$
\|u\|_{C^{\alpha}\left(B_{1 / 2}\right)} \leq C\left(C_{\circ}+\|f\|_{L^{\infty}\left(\Omega \cap B_{1}\right)}\right)
$$

for some $C$ depending only on $n, s, \alpha, \Omega, \varepsilon, \lambda$, and $\Lambda$.
(ii) If $\alpha>s$ and $\Omega$ is a $C^{1, \gamma}$ domain, then $u \in C_{\mathrm{loc}}^{s}\left(B_{1}\right)$ with

$$
\|u\|_{C^{s}\left(B_{1 / 2}\right)} \leq C\left(C_{\circ}+\|f\|_{L^{\infty}\left(\Omega \cap B_{1}\right)}\right)
$$

for some $C$ depending only on $n, s, \alpha, \Omega, \varepsilon, \lambda$, and $\Lambda$.
Proof. We divide the proof into three steps.
Step 1: Let $\bar{g} \in C^{\infty}(\Omega) \cap C^{\alpha}(\bar{\Omega})$ be a smooth extension of $g$ to $\Omega$ satisfying

$$
\begin{equation*}
\left|D^{2} \bar{g}\right| \leq C C_{\circ} d^{\alpha-2} \quad \text { in } \quad \Omega . \tag{2.6.10}
\end{equation*}
$$

For example, we can take $\bar{g}$ to be the solution to

$$
\left\{\begin{array}{rlll}
\Delta \bar{g} & =0 & \text { in } \quad \Omega \\
\bar{g} & =g & & \text { on } \quad \partial \Omega
\end{array}\right.
$$

Indeed, by classical estimates for harmonic functions, we have

$$
[\bar{g}]_{C^{\alpha}(\bar{\Omega})} \leq C[g]_{C^{\alpha}(\partial \Omega)} \leq C C_{\circ},
$$

for some $C$ depending only on $n, \alpha$, and $\Omega$. Now, given $x_{\circ} \in \Omega$ with $r=d\left(x_{\circ}\right)$, we have

$$
\begin{equation*}
\left|D^{2} \bar{g}\left(x_{\circ}\right)\right| \leq\left\|D^{2} \bar{g}\right\|_{L^{\infty}\left(B_{r / 2}\left(x_{\circ}\right)\right)} \leq \frac{C}{r^{2}} \underset{B_{r}\left(x_{\circ}\right)}{\mathrm{OSC}} \bar{g} \leq C C_{\circ} r^{\alpha-2} \tag{2.6.11}
\end{equation*}
$$

and thus 2.6.10 holds.
Step 2: We now claim that

$$
\begin{equation*}
|\mathcal{L} \bar{g}| \leq C C_{\circ} d^{\alpha-2 s} \quad \text { in } \quad \Omega . \tag{2.6.12}
\end{equation*}
$$

To prove this, we rescale the estimate from Lemma 2.2.4 applied to $h(x)=$ $\bar{g}\left(x_{\circ}+x\right)-\bar{g}\left(x_{\circ}\right)$ (also using $2 s+\varepsilon \leq 2$ for $\varepsilon>0$ small enough, and that $\mathcal{L}$ is homogeneous), to get

$$
\begin{equation*}
r^{2 s}\|\mathcal{L} \bar{g}\|_{L^{\infty}\left(B_{r / 4}\left(x_{\circ}\right)\right)} \leq C \Lambda\left(r^{2}\left\|D^{2} \bar{g}\right\|_{L^{\infty}\left(B_{r / 2}\left(x_{\circ}\right)\right)}+\|h(r \cdot)\|_{L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)}\right) . \tag{2.6.13}
\end{equation*}
$$

Notice now that, if $r|x| \geq 1$,

$$
\frac{|h(r x)|}{1+|x|^{2 s-\varepsilon}}=\frac{\left|\bar{g}\left(x_{\circ}+r x\right)-\bar{g}\left(x_{\circ}\right)\right|}{r^{2 s-\varepsilon}|x|^{2 s-\varepsilon}} \frac{r^{2 s-\varepsilon}|x|^{2 s-\varepsilon}}{1+|x|^{2 s-\varepsilon}} \leq 2 C_{\circ} r^{2 s-\varepsilon},
$$

where we used $(2.6 .9)$ and $r^{2 s-\varepsilon}|x|^{2 s-\varepsilon} \geq r^{\alpha}|x|^{\alpha}$ (since $2 s-\varepsilon>\alpha$ ). On the other hand, if $r|x|<1$ we have

$$
\frac{|h(r x)|}{1+|x|^{2 s-\varepsilon}}=\frac{\left|\bar{g}\left(x_{\circ}+r x\right)-\bar{g}\left(x_{\circ}\right)\right|}{r^{\alpha}|x|^{\alpha}} \frac{r^{\alpha}|x|^{\alpha}}{1+|x|^{2 s-\varepsilon}} \leq 2 C_{\circ} r^{\alpha},
$$

where we now used (2.6.9) and $r^{2 s-\varepsilon}|x|^{2 s-\varepsilon}<r^{\alpha}|x|^{\alpha}$, and the fact that $|x|^{\alpha} \leq 1+|x|^{2 s-\varepsilon}$.

In all, we have that $\|h(r \cdot)\|_{L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)} \leq C C_{\circ} r^{\alpha}$ (since $r$ is bounded), and from (2.6.11)-(2.6.13) we get

$$
\|\mathcal{L} \bar{g}\|_{L^{\infty}\left(B_{r / 4}\left(x_{\circ}\right)\right)} \leq C C_{\circ} \Lambda r^{\alpha-2 s},
$$

that is, 2.6.12 holds, or $(\mathcal{L} \bar{g}) d^{\alpha-2 s} \in L^{\infty}(\Omega)$.
Step 3: Finally, let $u=\bar{g}+w$, where $w$ satisfies

$$
\left\{\begin{aligned}
\mathcal{L} w & =f-\mathcal{L} \bar{g} & & \text { in } \Omega \cap B_{1} \\
w & =0 & & \text { in } B_{1} \backslash \Omega .
\end{aligned}\right.
$$

We apply, in case (i), Proposition 2.6.14 to $w$ to get

$$
\|w\|_{C^{\alpha}\left(B_{1 / 2}\right)} \leq C\left(\|w\|_{L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)}+\left\|f d^{2 s-\alpha}\right\|_{L^{\infty}\left(\Omega \cap B_{1}\right)}+C_{\circ}\right)
$$

thanks to (2.6.12). In case (ii), we apply instead Proposition 2.6.13 by writing $2 s-\alpha=s-(\alpha-s)$, where $\alpha-s>0$ to get

$$
\|w\|_{C^{s}\left(B_{1 / 2}\right)} \leq C\left(\|w\|_{L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)}+\left\|f d^{2 s-\alpha}\right\|_{L^{\infty}\left(\Omega \cap B_{1}\right)}+C_{\circ}\right) .
$$

Using that $w=u-\bar{g}$, and that $\bar{g} \in C^{\alpha}(\bar{\Omega})$, we get the desired result.

### 2.7. Higher-order boundary regularity

For second-order elliptic PDEs like

$$
\left\{\begin{aligned}
-\Delta u=f & \text { in } \Omega, \\
u=0 & \text { on } \quad \partial \Omega,
\end{aligned}\right.
$$

we know that if $f$ and $\partial \Omega$ are sufficiently smooth, then we can always obtain higher regularity of $u$ up to the boundary. Namely, if $f \in C^{\alpha}(\bar{\Omega})$ and $\partial \Omega$ is $C^{2+\alpha}$, with $\alpha \notin \mathbb{N}$, then $u \in C^{2+\alpha}(\bar{\Omega})$.

In the case of integro-differential equations, solutions to

$$
\left\{\begin{align*}
\mathcal{L} u & =f  \tag{2.7.1}\\
u & \text { in } \Omega \\
u & \text { in } \mathbb{R}^{n} \backslash \Omega,
\end{align*}\right.
$$

are in general no better than $C^{s}(\bar{\Omega})$, even if $\mathcal{L}=(-\Delta)^{s}$, and $f$ and $\partial \Omega$ are $C^{\infty}$. This is in contrast with the interior regularity: we have shown that higher regularity of $f$ and $\mathcal{L}$ do imply higher regularity of the solution inside the domain (see Theorem 2.4.1). In fact, already for $f \in L^{\infty}(\Omega)$, we have that the interior regularity is better than the boundary regularity, even in smooth domains!

A natural question is then: is there any higher-order boundary regularity estimate, analogous to that of the case $s=1$ ?

At the moment we know that, close to the boundary, solutions to 2.7.1 behave roughly as

$$
u \asymp d^{s}, \quad \text { where } \quad d(x)=\operatorname{dist}\left(x, \Omega^{c}\right) .
$$

We wonder whether we can improve this expansion of the solution at boundary points. That is, if we denote

$$
u=\eta d^{s}
$$

then thanks to the interior estimates, the $C^{s}$ regularity up to the boundary for $u$ can be understood as the boundedness of $\eta$. Is it now true that higher regularity of $\partial \Omega, f$, and $\mathcal{L}$, gives higher regularity of $\eta$ ?

The answer to this question is positive, and the best known results essentially show the following: for any $\beta>1$, with $\beta, \beta \pm s \notin \mathbb{N}$, we have

$$
\left\{\begin{array}{l}
\partial \Omega \in C^{\beta} \\
f \in C^{\max \{\beta-1-s, 0\}}(\bar{\Omega}) \\
K \text { is homogeneous } \\
\text { and "regular enough" }
\end{array} \quad \Longrightarrow \quad \frac{u}{d^{s}} \in C^{\beta-1}(\bar{\Omega})\right.
$$

see [189, 186] for $\beta<1+s$, and Grubb [123, 124, 125], Abatangelo and the second author [3, and Abels-Grubb [4], for $\beta>1+s$.

In this section we will establish this result in the simplest case $\beta \in$ $(1,1+s)$.

We need to consider operators $\mathcal{L} \in \mathfrak{G}_{s}(\lambda, \Lambda)$ that are stable (i.e., with $K$ homogeneous, 2.1.15-2.1.16, or $\left.\mathcal{L} \in \mathfrak{G}_{s}^{\text {hom }}(\lambda, \Lambda)\right)$ and furthermore have absolutely continuous kernels satisfying the upper bound

$$
\begin{equation*}
K(d y)=K(y) d y \quad \text { and } \quad K(y) \leq \frac{\Lambda}{|y|^{n+2 s}} \quad \text { for all } \quad y \in \mathbb{R}^{n} \tag{2.7.2}
\end{equation*}
$$

Under these conditions, we have:
Theorem 2.7.1 (Higher-order boundary regularity). Let $s \in(0,1)$ and let $\mathcal{L} \in \mathfrak{G}_{s}^{\text {hom }}(\lambda, \Lambda)$ satisfy (2.7.2). Let $\alpha \in(0, s)$, and $\Omega$ be any bounded $C^{1, \alpha}$ domain. Let $f \in L^{\infty}(\Omega)$, and let $u$ be any weak solution of

$$
\left\{\begin{array}{rlll}
\mathcal{L} u & =f & \text { in } \Omega \\
u & =0 & & \text { in } \mathbb{R}^{n} \backslash \Omega .
\end{array}\right.
$$

Then $u / d^{s} \in C^{\alpha}(\bar{\Omega})$ with

$$
\left\|\frac{u}{d^{s}}\right\|_{C^{\alpha}(\bar{\Omega})} \leq C\|f\|_{L^{\infty}(\Omega)}
$$

for some $C$ depending only on $n, s, \alpha, \Omega, \lambda$, and $\Lambda$.
When $s=1$, this result is equivalent to $u \in C^{1, \alpha}(\bar{\Omega})$, which is the optimal boundary regularity in $C^{1, \alpha}$ domains.

The proof of Theorem 2.7.1 will be done via a contradiction and compactness argument. For this, we first need a classification result for solutions in a half-space.
2.7.1. Liouville's theorem in the half-space. In the following, we prove a Liouville theorem in the half-space. We denote $\mathbb{R}_{+}^{n}:=\left\{x \in \mathbb{R}^{n}: x_{n}>0\right\}$ and $\mathbb{R}_{-}^{n}=\mathbb{R}^{n} \backslash \mathbb{R}_{+}^{n}$.

Theorem 2.7.2 (Liouville theorem in the half-space). Let $s \in(0,1)$ and let $\mathcal{L} \in \mathfrak{G}_{s}^{\text {hom }}(\lambda, \Lambda)$. Let $u \in C\left(\mathbb{R}^{n}\right) \cap L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)$ for some $\varepsilon>0$ be any
distributional solution of

$$
\left\{\begin{aligned}
& \mathcal{L} u=0 \\
& \text { in } \\
& \mathbb{R}_{+}^{n} \\
& u=0 \\
& \text { in } \mathbb{R}_{-}^{n}
\end{aligned}\right.
$$

Then

$$
u(x)=\kappa\left(x_{n}\right)_{+}^{s}
$$

for some $\kappa \in \mathbb{R}$.
Proof. Let $\mu=2 s-\varepsilon$, and notice that the function

$$
v_{R}(x):=R^{-\mu} u(R x) \quad \text { for } \quad R \geq 1
$$

satisfies

$$
\left|v_{R}(x)\right| \leq\|u\|_{L_{\mu}^{\infty}\left(\mathbb{R}^{n}\right)} R^{-\mu}\left(1+R^{\mu}|x|^{\mu}\right) \leq\|u\|_{L_{\mu}^{\infty}\left(\mathbb{R}^{n}\right)}\left(1+|x|^{\mu}\right),
$$

so that $\left\|v_{R}\right\|_{L_{\mu}^{\infty}\left(\mathbb{R}^{n}\right)} \leq\|u\|_{L_{\mu}^{\infty}\left(\mathbb{R}^{n}\right)}$. On the other hand, by homogeneity (see (2.1.17) we know that $\mathcal{L} v_{R}=\mathcal{L} u$ in $\mathbb{R}_{+}^{n}$. Hence, we can apply the boundary estimates from Proposition 2.6.4 (see Remark 2.6.5 or Proposition 2.6.13) to deduce that

$$
[u]_{C^{s}\left(B_{R / 2}\right)}=R^{\mu-s}\left[v_{R}\right]_{C^{s}\left(B_{1 / 2}\right)} \leq C R^{\mu-s}\|u\|_{L_{\mu}^{\infty}\left(\mathbb{R}^{n}\right)} \quad \text { for } \quad R \geq 1
$$

Let now $h \in \mathbb{R}^{n}$ such that $h_{n}=0$. Let us define

$$
w(x):=\frac{u(x+h)-u(x)}{|h|^{s}} .
$$

Then, by the previous consideration and if $|h| \leq R / 4$ we know

$$
\|w\|_{L^{\infty}\left(B_{R}\right)} \leq C\|u\|_{L_{\mu}^{\infty}\left(\mathbb{R}^{n}\right)} R^{\mu-s} \quad \text { for } \quad R \geq 1
$$

Observe, also, that $\mathcal{L} w=0$ in $\mathbb{R}_{+}^{n}$ and $w=0$ in $\mathbb{R}_{-}^{n}$. In particular, we can repeat the previous argument with $R^{s} w$ to deduce

$$
[w]_{C^{s}\left(B_{R / 2}\right)} \leq C R^{\mu-2 s}\|u\|_{L_{\mu}^{\infty}\left(\mathbb{R}^{n}\right)} \quad \text { for } \quad R \geq 1
$$

Letting $R \rightarrow \infty$, we deduce $w \equiv 0$ in $\mathbb{R}^{n}$ (since $w=0$ in $\mathbb{R}_{-}^{n}$ ) and hence $u\left(x+h_{\circ}\right)=u(x)$ for any $h_{\circ}$ such that $\left(h_{\circ}\right)_{n}=0$. In particular, $u$ depends only on the $x_{n}$ variable, and we have

$$
u(x)=\bar{u}\left(x_{n}\right) .
$$

By Lemma 2.6.2, $\bar{u}$ satisfies

$$
\left\{\begin{aligned}
(-\Delta)_{\mathbb{R}}^{s} \bar{u} & =0
\end{aligned} \quad \text { in } \quad(0, \infty),\right.
$$

Since $|\bar{u}(t)| \leq C\left(1+t^{2 s-\varepsilon}\right)$, we are done by the classification of one-dimensional solutions from Theorem 1.10.16.

We refer to [3, Theorem 3.10] for a higher-order version of this Liouvilletype result in a half-space.
2.7.2. Expansion around boundary points. In order to prove Theorem 2.7.1, the main point is to show the following expansion of the solution at boundary points.

Proposition 2.7.3. Let $s \in(0,1)$, and let $\mathcal{L} \in \mathfrak{G}_{s}^{\text {hom }}(\lambda, \Lambda)$ satisfy (2.7.2). Let $\alpha \in(0, s)$, and let $\Omega \subset \mathbb{R}^{n}$ be any domain whose boundary is a $C^{1, \alpha}$ graph in $B_{1}$, with $C^{1, \alpha}$ norm bounded by 1 , and $0 \in \partial \Omega$. Let $u \in L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right) \cap C\left(B_{1}\right)$ for some $\varepsilon>0$ be a distributional solution to

$$
\left\{\begin{aligned}
\mathcal{L} u=f & \text { in } \Omega \cap B_{1} \\
u=0 & \text { in } B_{1} \backslash \Omega,
\end{aligned}\right.
$$

for some $f \in L^{\infty}(\Omega)$. Then, there exists $q_{0} \in \mathbb{R}$ such that

$$
\left\|u-q_{0} d^{s}\right\|_{L^{\infty}\left(B_{r}\right)} \leq C\left(\|f\|_{L^{\infty}\left(\Omega \cap B_{1}\right)}+\|u\|_{L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)}\right) r^{s+\alpha},
$$

for all $r \in(0,1)$. The constant $C$ depends only on $n, s, \varepsilon, \alpha, \lambda$, and $\Lambda$.
The proof of Proposition 2.7.3 is somewhat similar to the interior regularity case (see subsection 2.4.3), starting with a quantitative version of the Liouville-type result for solutions in very large balls and domains very close to a half-space:

Proposition 2.7.4. Let $s \in(0,1), \delta>0$, and let $\mathcal{L} \in \mathfrak{G}_{s}^{\text {hom }}(\lambda, \Lambda)$ satisfy (2.7.2). Let $\alpha \in(0, s)$, and let $\Omega \subset \mathbb{R}^{n}$ be a domain whose boundary is a $C^{1, \alpha}$ graph in $B_{1 / \delta}$, with $C^{1, \alpha}$ norm bounded by $\delta$, and $0 \in \partial \Omega$.

Let $u \in L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right) \cap C\left(B_{1 / \delta}\right)$ for some $\varepsilon>0$ with $\|u\|_{L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)} \leq 1$ be a distributional solution to

$$
\left\{\begin{aligned}
\mathcal{L} u=f & \text { in } \Omega \cap B_{1 / \delta} \\
u=0 & \text { in } B_{1 / \delta} \backslash \Omega,
\end{aligned}\right.
$$

for some $f$ with $\left\|f d^{s-\alpha}\right\|_{L^{\infty}(\Omega)} \leq \delta$.
Then, for any $\varepsilon_{0}>0$ there exists $\delta_{0}>0$ depending only on $\varepsilon_{0}, n, s, \varepsilon$, $\alpha, \lambda$, and $\Lambda$, such that if $\delta<\delta_{0}$,

$$
\left\|u-c_{\circ} d^{s}\right\|_{L^{\infty}\left(B_{1}\right)} \leq \varepsilon_{0}
$$

for some $c_{\circ} \in \mathbb{R}$. Moreover, we may take

$$
c_{\circ}=\frac{\int_{B_{1}} u d^{s}}{\int_{B_{1}} d^{2 s}} .
$$

Proof. Let us argue by contradiction and let us assume that the statement does not hold. That is, there exists some $\varepsilon_{0}>0$ such that, for any $k \in \mathbb{N}$, there are:

- $\Omega_{k} \subset \mathbb{R}^{n}$ domains with boundary given by a $C^{1, \alpha}$ graph in $B_{k}$, with $C^{1, \alpha}$ norm bounded by $\frac{1}{k}$, and $0 \in \partial \Omega_{k}$
- $u_{k} \in L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right) \cap C\left(B_{k}\right)$ with $\left\|u_{k}\right\|_{L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)} \leq 1$,
- $f_{k}$ with $\left\|f_{k} d_{k}^{s-\alpha}\right\|_{L^{\infty}\left(\Omega_{k}\right)} \leq \frac{1}{k}$, where $d_{k}:=d_{\Omega_{k}}$ denotes the distance to $\mathbb{R}^{n} \backslash \Omega_{k}$,
- $\mathcal{L}_{k} \in \mathfrak{G}_{s}^{\text {hom }}(\lambda, \Lambda)$ satisfying 2.7.2),
and they are such that

$$
\left\{\begin{aligned}
\mathcal{L}_{k} u_{k}=f_{k} & \text { in } \quad \Omega_{k} \cap B_{k} \\
u_{k}=0 & \text { in } B_{k} \backslash \Omega_{k},
\end{aligned}\right.
$$

in the distributional sense, with

$$
\begin{equation*}
\left\|u_{k}-c_{k} d_{k}^{s}\right\|_{L^{\infty}\left(B_{1}\right)}>\varepsilon_{\circ} \quad \text { for all } \quad k \in \mathbb{N}, \quad c_{k}=\frac{\int_{B_{1}} u_{k} d_{k}^{s}}{\int_{B_{1}} d_{k}^{2 s}} \tag{2.7.3}
\end{equation*}
$$

for some $\varepsilon_{\circ}>0$. From the estimates of Proposition 2.6.13 in a ball $B_{R}$ with $R \geq 1$ fixed we know that, for $k$ large enough,

$$
\left\|u_{k}\right\|_{C^{s}\left(B_{R / 2}\right)} \leq C(R)\left(\left\|f_{k} d_{k}^{s-\alpha}\right\|_{L^{\infty}\left(\Omega_{k} \cap B_{R}\right)}+\left\|u_{k}\right\|_{L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)}\right) \leq C(R),
$$

and so $u_{k}$ converges locally uniformly in $\mathbb{R}^{n}$ to some $u_{\infty} \in L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right) \cap C\left(\mathbb{R}^{n}\right)$ with $\left\|u_{\infty}\right\|_{L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)} \leq 1$. Moreover, after a rotation we have that $\partial \Omega_{k} \rightarrow$ $\partial \mathbb{R}_{+}^{n}$ (locally uniformly as graphs, or in the Hausdorff distance, up to a subsequence), and so

$$
u_{\infty}=0 \quad \text { in } \quad \mathbb{R}_{-}^{n}
$$

Notice, also, that $c_{k} \rightarrow c_{\infty}$, where

$$
c_{\infty}=\frac{\int_{B_{1}} u_{\infty} d_{\infty}^{s}}{\int_{B_{1}} d_{\infty}^{2 s}}
$$

and $d_{\infty}(x)=\left(x_{n}\right)_{+}$.
On the other hand, $f_{k} \rightarrow 0$ as $k \rightarrow \infty$ locally uniformly in $\mathbb{R}_{+}^{n}$, and we can apply the stability of distributional solutions, Proposition 2.2.36, to deduce that

$$
\mathcal{L}_{\infty} u_{\infty}=0 \quad \text { in } \quad \mathbb{R}_{+}^{n}
$$

for some $\mathcal{L}_{\infty} \in \mathfrak{G}_{s}(\lambda, \Lambda)$. Observe also that since $\mathcal{L}_{k} \in \mathfrak{G}_{s}(\lambda, \Lambda)$ are of the form 2.1.16) and satisfying 2.7.2, the same holds true for $\mathcal{L}_{\infty}$.

We can therefore apply the Liouville theorem in the half-space, Theorem 2.7.2, to deduce that $u_{\infty}(x)=c_{\infty}\left(x_{n}\right)_{+}^{s}$, which contradicts 2.7.3) if $k$ is large enough.
2.7.2.1. The regularized distance. In order to proceed with the proof of Proposition 2.7.3, we need to introduce the concept of regularized distance, which will be necessary at exactly one point in the proof: given a domain $\Omega \subset \mathbb{R}^{n}$, we will work with powers of the distance to the boundary, which in general are not smooth functions (not even close to $\Omega$, unless $\Omega$ itself is smooth). In particular, in general it is not possible to evaluate (in the strong sense) $\mathcal{L}\left(d_{\Omega}\right)$.

Definition 2.7.5 (Regularized distance). Let $\Omega \subset \mathbb{R}^{n}$ be a $C^{\beta}$ domain with $\beta>1$ and $\beta \notin \mathbb{N}$. We say that

$$
\mathfrak{d}_{\Omega}: \mathbb{R}^{n} \rightarrow \mathbb{R}_{\geq 0}
$$

is a regularized distance if $\mathfrak{d}_{\Omega} \in C^{\infty}(\Omega) \cap C^{\beta}(\bar{\Omega})$, there exists a constant $C$ such that

$$
\begin{equation*}
d_{\Omega} \leq \mathfrak{d}_{\Omega} \leq C d_{\Omega} \quad \text { in } \quad \mathbb{R}^{n} \tag{2.7.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|D^{k} \mathfrak{d}_{\Omega}\right| \leq C_{k} \mathfrak{d}_{\Omega}^{\beta-k} \quad \text { in } \quad \Omega, \quad \text { for all } \quad k \geq \beta \tag{2.7.5}
\end{equation*}
$$

for some $C_{k}$ depending only on $\Omega, k$, and $\beta$.
If $\Omega$ is Lipschitz domain, we say that $\mathfrak{d}_{\Omega}: \mathbb{R}^{n} \rightarrow \mathbb{R}_{\geq 0}$ is a regularized distance if $\mathfrak{d}_{\Omega} \in C^{\infty}(\Omega) \cap C^{0,1}(\bar{\Omega})$, and (2.7.4)-(2.7.5 hold for $\beta=1$.

Remark 2.7.6. Since $d_{\Omega}$ is $C^{\beta}$ close to $\partial \Omega, \mathfrak{d}_{\Omega}$ is $C^{\beta}(\bar{\Omega})$, and both $d_{\Omega}$ and $\mathfrak{d}_{\Omega}$ are vanishing linearly on $\partial \Omega$, we have that

$$
\frac{d_{\Omega}}{\mathfrak{d}_{\Omega}} \in C^{\beta-1}\left(\overline{N_{\delta}}\right)
$$

where $N_{\delta}:=\left\{0<d_{\Omega}<\delta\right\}$ and $\delta$ depends only on the $C^{\beta}$-radius of $\Omega$ (see Definition 2.6.3). Indeed, after flattening the boundary it is enough to show it when $\Omega=\left\{x_{n}>0\right\}$ locally. In this case, we can write

$$
\frac{u}{x_{n}}=\int_{0}^{1} u_{x_{n}}\left(x^{\prime}, t x_{n}\right) d t \in C^{\beta-1}
$$

for $u=d_{\Omega}, \mathfrak{d}_{\Omega}$, since $u$ is $C^{\beta}$ in $\Omega$, and $u_{x_{n}} \in C^{\beta-1}$. Hence, since furthermore $u / x_{n}$ is uniformly positive and bounded in $\Omega$, we get that

$$
\frac{d_{\Omega}}{\mathfrak{d}_{\Omega}}=\frac{d_{\Omega}}{x_{n}} \frac{x_{n}}{\mathfrak{d}_{\Omega}} \in C^{\beta-1}\left(\overline{N_{\delta}}\right)
$$

as claimed.
Remark 2.7.7. Thanks to Remark 2.7.6, in Proposition 2.7 .3 we can equivalently take the regularized distance $\mathfrak{d}_{\Omega}$ in place of $d_{\Omega}$. Indeed, since $w:=$
$\mathfrak{d}_{\Omega} / d_{\Omega} \in C^{\alpha}\left(B_{r_{0}}\right)$ for some $r_{\circ}$ universal (by Remark 2.7 .6 ), and $1 \leq w \leq C$ in $\Omega$, we also have that $w^{s} \in C^{\alpha}\left(B_{r_{0}}\right)$ and

$$
\left\|\frac{\mathfrak{d}_{\Omega}^{s}}{d_{\Omega}^{s}}-w(0)\right\|_{L^{\infty}\left(B_{r}\right)} \leq C r^{\alpha} \quad \Rightarrow \quad\left\|\mathfrak{d}_{\Omega}^{s}-w(0) d_{\Omega}^{s}\right\|_{L^{\infty}\left(B_{r}\right)} \leq C r^{s+\alpha}
$$

for any $r \in\left(0, r_{\circ}\right)$. By the triangle inequality we now have that the statement holds for $\mathfrak{d}_{\Omega}$ if and only if it holds for $d_{\Omega}$.

For $\beta>1$ and $\beta \notin \mathbb{N}$, any $C^{\beta}$ (or Lipschitz) domain has a regularized distance (see Lemma B.0.1 in Appendix B).
2.7.2.2. Proof of the expansion around boundary points. We can next proceed with the proof of Proposition 2.7.3.

Proof of Proposition 2.7.3. We will show it for $\mathfrak{d}_{\Omega}$ instead of $d_{\Omega}$, which is sufficient thanks to Remark 2.7.7.

We divide the proof into five steps. It will eventually follow by contradiction, with two preliminary steps.
Step 1: We start with the following claim:
Claim. Let $\mu>s$, let $v$ be such that $\|v\|_{L^{\infty}\left(B_{1}\right)} \leq 1$ and vanishes on a domain $B_{1} \backslash \Omega$ with Lipschitz constant bounded by 1 , and let $\mathfrak{d}_{\Omega}$ denote the regularized distance (according to Definition 2.7 .5 and Lemma B.0.1) corresponding to $\Omega$. If for any $r \in(0,1)$ there exists $q_{r} \in \mathbb{R}$ such that

$$
\left\|v-q_{r} \mathfrak{0}_{\Omega}^{s}\right\|_{L^{\infty}\left(B_{r}\right)} \leq C_{1} r^{\mu}
$$

then

$$
\begin{equation*}
\left\|v-c_{\circ} \mathfrak{d}_{\Omega}^{s}\right\|_{L^{\infty}\left(B_{r}\right)} \leq C_{\circ} r^{\mu} \quad \text { for all } \quad r \in(0,1), \tag{2.7.6}
\end{equation*}
$$

for some $c_{\circ}$ and $C_{\circ}$ bounded by $C\left(C_{1}+1\right)$, where $C$ depends only on $n$ and $s$.
To prove this, observe first that, since $\left\|\mathfrak{d}_{\Omega}^{s}\right\|_{L^{\infty}\left(B_{r}\right)} \leq c r^{s}$ for some dimensional constant $c$, we have for any $r \in\left(0, \frac{1}{2}\right]$ and $\beta \in[1,2]$,

$$
\begin{align*}
\left|q_{\beta r}-q_{r}\right| & \leq C r^{-s}\left\|q_{\beta r} \mathfrak{d}_{\Omega}^{s}-q_{r} \mathfrak{d}_{\Omega}^{s}\right\|_{L^{\infty}\left(B_{r}\right)} \\
& \leq C r^{-s}\left\|v-q_{r} \mathfrak{d}_{\Omega}^{s}\right\|_{L^{\infty}\left(B_{r}\right)}+C r^{-s}\left\|v-q_{\beta r} \mathfrak{d}_{\Omega}^{s}\right\|_{L^{\infty}\left(B_{\beta r}\right)}  \tag{2.7.7}\\
& \leq C C_{1} r^{\mu-s} .
\end{align*}
$$

On the other hand, since $\|v\|_{L^{\infty}\left(B_{1}\right)} \leq 1$, we have that

$$
\left|q_{r}\right| \leq C\left(C_{1}+1\right) \quad \text { for all } \quad r \in\left[\frac{1}{2}, 1\right] .
$$

Together with 2.7.7) and the fact that $\mu>s$, this implies the existence of a limit

$$
q_{0}:=\lim _{r \downarrow 0} q_{r},
$$

which satisfies

$$
\left|q_{0}-q_{r}\right| \leq \sum_{j=0}^{\infty}\left|q_{2-j}-q_{2-j-1}\right| \leq C C_{1} r^{\mu-s} \sum_{j=0}^{\infty} 2^{-j(\mu-s)} \leq C C_{1} r^{\mu-s}
$$

for any $r \in(0,1)$. In particular,

$$
\left|q_{0}\right| \leq C\left(C_{1}+1\right)
$$

and, for any $r \in(0,1)$,

$$
\begin{aligned}
\left\|v-q_{0} \mathbf{v}_{\Omega}^{s}\right\|_{L^{\infty}\left(B_{r}\right)} & \leq\left\|v-q_{r} \mathbf{v}_{\Omega}^{s}\right\|_{L^{\infty}\left(B_{r}\right)}+\left|q_{r}-q_{0}\right|\left\|\mathfrak{d}_{\Omega}^{s}\right\|_{L^{\infty}\left(B_{r}\right)} \\
& \leq C\left(C_{1}+1\right) r^{\mu} .
\end{aligned}
$$

That is, 2.7.6 holds with $c_{\circ}=q_{0}$ and $C_{\circ}=C\left(C_{1}+1\right)$.
Step 2: We now prove the following:
Claim. Let $\mu>s$. Let $\left\{u_{m}\right\}_{m \in \mathbb{N}}$ with $\left\|u_{m}\right\|_{L^{\infty}\left(B_{1}\right)} \leq 1$ for all $m \in \mathbb{N}$ be a family of functions such that each $u_{m}$ vanishes on a domain $B_{1} \backslash \Omega_{m}$ with Lipschitz constant bounded by 1 . Let $\mathfrak{d}_{m}=\mathfrak{d}_{\Omega_{m}}$ denote the regularized distance to $B_{1} \backslash \Omega_{m}$.

If there exist $\left(q_{m, r}\right)_{m \in \mathbb{N}, r \in(0,1)}$ such that

$$
\sup _{m \in \mathbb{N} r} \sup _{r \in(0,1)} r^{-\mu}\left\|u_{m}-q_{m, r} \mathfrak{d}_{m}^{s}\right\|_{L^{\infty}\left(B_{r}\right)}=\infty
$$

then there exist sequences $r_{k} \downarrow 0$ and $m_{k} \rightarrow \infty$ such that

$$
\begin{equation*}
r_{k}^{-\mu}\left\|u_{m_{k}}-q_{k} \mathfrak{d}_{m_{k}}^{s}\right\|_{L^{\infty}\left(B_{r_{k}}\right)} \rightarrow \infty \quad \text { as } \quad k \rightarrow \infty \tag{2.7.8}
\end{equation*}
$$

and

$$
\begin{equation*}
v_{k}(x):=\frac{\left(u_{m_{k}}-q_{k} \mathfrak{d}_{m_{k}}^{s}\right)\left(r_{k} x\right)}{\left\|u_{m_{k}}-q_{k} \mathfrak{J}_{m_{k}}^{s}\right\|_{L^{\infty}\left(B_{r_{k}}\right)}} \tag{2.7.9}
\end{equation*}
$$

satisfies $\left\|v_{k}\right\|_{L^{\infty}\left(B_{R}\right)} \leq C R^{\mu}$ for any $1 \leq R \leq \frac{1}{2 r_{k}}$, for some $C$ that depends only on $n$.

In order to show the claim, let us define

$$
Q_{m, r}:=\left\|u_{m}-q_{m, r} \stackrel{\partial}{m}_{m}^{s}\right\|_{L^{\infty}\left(B_{r}\right)} \quad \text { and } \quad \theta(\rho):=\sup _{m \in \mathbb{N}} \sup _{1>r>\rho} \rho^{-\mu} Q_{m, \rho},
$$

so that $\theta(\rho)$ is nonincreasing, finite for any $\rho>0$, and by assumption $\theta(\rho) \uparrow$ $\infty$ as $\rho \downarrow 0$. In particular, there exist sequences $m_{k} \in \mathbb{N}$ and $r_{k} \downarrow 0$ such that

$$
\begin{equation*}
r_{k}^{-\mu} Q_{m_{k}, r_{k}} \geq \frac{1}{2} \theta\left(r_{k}\right) \rightarrow \infty \quad \text { as } \quad k \rightarrow \infty \tag{2.7.10}
\end{equation*}
$$

On the other hand, as in (2.7.7) we have

$$
\left|q_{m, 2 r}-q_{m, r}\right| \leq C r^{-s}\left(Q_{m, r}+Q_{m, 2 r}\right) \leq C r^{\mu-s} \theta(r)
$$

and, for $R=2^{N}$ for some $N \in \mathbb{N}$,

$$
\left|q_{m, R r}-q_{m, r}\right| \leq C \sum_{j=0}^{N-1}\left(2^{j} r\right)^{\mu-s} \theta\left(2^{j} r\right) \leq C R^{\mu-s} r^{\mu-s} \theta(r)
$$

(and similarly for any $R \leq \frac{1}{2 r}$ ). Thanks to this, if we define $v_{k}$ as 2.7.9) we have, for any $1 \leq R \leq \frac{1}{2 r_{k}}$,

$$
\begin{aligned}
\left\|v_{k}\right\|_{L^{\infty}\left(B_{R}\right)} & =Q_{m_{k}, r_{k}}^{-1}\left\|u_{m_{k}}-q_{m_{k}, r_{k}} d_{m_{k}}^{s}\right\|_{L^{\infty}\left(B_{R r_{k}}\right)} \\
& \leq Q_{m_{k}, r_{k}}^{-1}\left(Q_{m_{k}, R r_{k}}+\left|q_{m_{k}, R r_{k}}-q_{m_{k}, r_{k}}\right|\left\|d_{m_{k}}^{s}\right\|_{L^{\infty}\left(B_{R r_{k}}\right)}\right) \\
& \leq Q_{m_{k}, r_{k}}^{-1} \theta\left(R r_{k}\right) R^{\mu} r_{k}^{\mu}+C Q_{m_{k}, r_{k}}^{-1} R^{\mu-s} r_{k}^{\mu-s} \theta\left(r_{k}\right)\left(R r_{k}\right)^{s} \\
& \leq 2 \theta\left(R r_{k}\right)\left[\theta\left(r_{k}\right)\right]^{-1} R^{\mu}+C R^{\mu} r_{k}^{\mu} Q_{m_{k}, r_{k}}^{-1} \theta\left(r_{k}\right) \\
& \leq C R^{\mu},
\end{aligned}
$$

for some $C$ that depends only on $n$, where we have also used the monotonicity of $\theta$ and (2.7.10).
Step 3: After the two preliminary steps, let us start with the body of the proof. Up to dividing by a constant, we assume that

$$
\|f\|_{L^{\infty}\left(\Omega \cap B_{1}\right)}+\|u\|_{L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)} \leq 1
$$

We now argue by contradiction, and assume that the statement does not hold. In particular, there exist sequences of

- $\Omega_{m} \subset \mathbb{R}^{n}$ domains with boundary given by a $C^{1, \alpha}$ graph in $B_{1}$ and $C^{1, \alpha}$ norm bounded by 1 , with $0 \in \partial \Omega_{m}$, and where we denote by $\mathfrak{d}_{m}:=\mathfrak{d}_{\Omega_{m}}$ the regularized distance corresponding to $\Omega_{m}$,
- $u_{m} \in L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right) \cap C\left(B_{1}\right)$ with $\left\|u_{m}\right\|_{L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)} \leq 1$,
- $f_{m} \in L^{\infty}\left(\Omega_{m}\right)$ with $\left\|f_{m}\right\|_{L^{\infty}(\Omega)} \leq 1$,
- $\mathcal{L}_{m} \in \mathfrak{G}_{s}^{\text {hom }}(\lambda, \Lambda)$ operators satisfying (2.7.2),
such that

$$
\left\{\begin{aligned}
\mathcal{L}_{m} u_{m} & =f_{m} \\
u_{m} & =0
\end{aligned} \quad \text { in } \quad \Omega_{m} \cap B_{1}, \quad B_{1} \backslash \Omega,\right.
$$

and

$$
\sup _{r \in(0,1)} r^{-s-\alpha}\left\|u_{m}-c_{m} \mathfrak{d}_{m}^{s}\right\|_{L^{\infty}\left(B_{r}\right)} \geq m \quad \text { for any } \quad c_{m} \in \mathbb{R}
$$

By Step 1 (with $\mu=s+\alpha$ ) we have that for any family $\left(q_{m, r}\right)_{m \in \mathbb{N}, r \in(0,1)}$,

$$
\sup _{m \in \mathbb{N} r \in(0,1)} \sup _{r} r^{-s+\alpha}\left\|u_{m}-q_{m, r} \mathfrak{d}_{m}^{s}\right\|_{L^{\infty}\left(B_{r}\right)}=\infty .
$$

We choose our $q_{m, r}$ as:

$$
q_{m, r}:=\frac{\int_{B_{r}} u_{m} \mathfrak{d}_{m}^{s}}{\int_{B_{r}} \mathfrak{d}_{m}^{2 s}} .
$$

By Step 2, and using the notation there, there exist sequences $m_{k} \rightarrow \infty$ and $r_{k} \downarrow 0$ such that if we define $v_{k}$ as in (2.7.9) with the $q_{m, r}$ above,

$$
v_{k}(x)=\frac{\left(u_{m_{k}}-q_{k} \mathfrak{d}_{m_{k}}^{s}\right)\left(r_{k} x\right)}{Q_{k}}, \quad \text { with } \quad q_{k}=\frac{\int_{B_{r_{k}}} u_{m_{k}} \mathfrak{d}_{m_{k}}^{s}}{\int_{B_{r_{k}}} \mathfrak{d}_{m_{k}}^{s}},
$$

and

$$
Q_{k}:=Q_{m_{k}, r_{k}}=\left\|u_{m_{k}}-q_{k} \mathfrak{d}_{m_{k}}^{s}\right\|_{L^{\infty}\left(B_{r_{k}}\right)},
$$

then

$$
\left\|v_{k}\right\|_{L^{\infty}\left(B_{R}\right)} \leq C R^{s+\alpha} \quad \text { for } \quad 1 \leq R \leq \frac{1}{2 r_{k}}
$$

and

$$
\left\|v_{k}\right\|_{L^{\infty}\left(B_{1}\right)}=1 .
$$

Notice that, since $\left|u_{m_{k}}\right| \leq C \mathfrak{D}_{m}^{s}$ by Proposition 2.6.4, we have $\left|q_{k}\right| \leq C$ for some $C$ depending only on $n, s, \lambda, \Lambda, \alpha$, and $\varepsilon$

Furthermore, by assumption we have $\left|u_{m_{k}}(x)\right| \leq 1+|x|^{2 s-\varepsilon}$ in $\mathbb{R}^{n}$, and so we can also bound $v_{k}$ outside of $B_{1 /\left(2 r_{k}\right)}$ by

$$
\left|v_{k}(x)\right| \leq Q_{k}^{-1}\left(1+r_{k}^{2 s-\varepsilon}|x|^{2 s-\varepsilon}+\left|q_{k}\right| r_{k}^{s}|x|^{s}\right) \leq C Q_{k}^{-1} r_{k}^{2 s-\varepsilon}|x|^{2 s-\varepsilon}
$$

for all $x \in \mathbb{R}^{n} \backslash B_{1 /\left(2 r_{k}\right)}$. Assuming, without loss of generality, that $\varepsilon<s-\alpha$, then $Q_{k}^{-1} r_{k}^{2 s-\varepsilon} \rightarrow 0$ as $k \rightarrow \infty$ by (2.7.8), and we obtain

$$
\begin{equation*}
\left\|v_{k}\right\|_{L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)} \leq C \tag{2.7.11}
\end{equation*}
$$

for some $C$ depending only on $n, s, \lambda, \Lambda, \alpha$, and $\varepsilon$.
Step 4: Let us now see what equation each $v_{k}$ satisfies. If we denote

$$
\tilde{\Omega}_{k}:=\frac{1}{r_{k}} \Omega_{m_{k}}, \quad \text { and } \quad \tilde{\mathfrak{d}}_{k}(x):=\frac{1}{r_{k}} \mathfrak{d}_{m_{k}}\left(r_{k} x\right),
$$

we have

$$
\left\{\begin{aligned}
\mathcal{L}_{m_{k}} v_{k} & =\tilde{f}_{k}(x) & & \text { in } \quad \tilde{\Omega}_{k} \cap B_{1 / r_{k}}, \\
v_{k} & =0 & & \text { in } \quad B_{1 / r_{k}} \backslash \tilde{\Omega}_{k},
\end{aligned}\right.
$$

where

$$
\tilde{f}_{k}(x):=Q_{k}^{-1} r_{k}^{2 s}\left(f_{m_{k}}\left(r_{k} x\right)-q_{k}\left(\mathcal{L}_{m_{k}} \mathfrak{J}_{m_{k}}^{s}\right)\left(r_{k} x\right)\right) .
$$

This is the point where we use the fact that we have the regularized distance and not the standard distance. Indeed, we need to make sense of the term $\mathcal{L}_{m_{k}} \mathfrak{d}_{m_{k}}^{s}$, which is only well defined if $\mathfrak{d}_{m_{k}}$ is smooth enough. Then, we can use Proposition B.2.1 (and the fact that $\left|f_{m_{k}}\right| \leq 1$ ) to obtain a bound for $\tilde{f}_{k}$,

$$
\left|\tilde{f}_{k} \tilde{\mathfrak{d}}_{k}^{s-\alpha}\right|(x) \leq Q_{k}^{-1} r_{k}^{2 s}\left|\tilde{\mathfrak{d}}_{k}^{s-\alpha}(x)\right|+C Q_{k}^{-1} r_{k}^{2 s}\left|q_{k}\right|\left|\mathfrak{o}_{m_{k}}^{\alpha-s}\left(r_{k} x\right)\right|\left|\tilde{\mathfrak{d}}_{k}^{s-\alpha}(x)\right| .
$$

Since $\mathfrak{d}_{m_{k}}\left(r_{k} x\right)=r_{k} \tilde{\mathfrak{d}}_{k}(x)$ and $\tilde{\mathfrak{d}}_{k}(x) \leq \frac{1}{r_{k}}$ in $B_{1 / r_{k}}$, we get

$$
\left|\tilde{f}_{k} \tilde{d}_{k}^{s-\alpha}\right| \leq C Q_{k}^{-1} r_{k}^{s+\alpha} \quad \text { in } \quad \tilde{\Omega}_{k} \cap B_{1 / r_{k}}
$$

where we have also used that $\left|q_{k}\right|$ is bounded.

In all,

$$
\begin{equation*}
\left\|\tilde{f}_{k} \tilde{\mathfrak{d}}_{k}^{s-\alpha}\right\|_{L^{\infty}\left(\tilde{\Omega}_{k} \cap B_{1 / r_{k}}\right)} \leq C Q_{k}^{-1} r_{k}^{s+\alpha} \rightarrow 0 \quad \text { as } \quad k \rightarrow \infty \tag{2.7.12}
\end{equation*}
$$

by 2.7.8) (recall $\mu=s+\alpha$ and the definition of $Q_{k}$ ).
Step 5: Let us denote

$$
\begin{aligned}
d_{m_{k}}(x) & :=\operatorname{dist}\left(x, \mathbb{R}^{n} \backslash \Omega_{m_{k}}\right) \\
\tilde{d}_{k}(x) & :=\operatorname{dist}\left(x, \mathbb{R}^{n} \backslash r_{k}^{-1} \Omega_{m_{k}}\right)
\end{aligned}
$$

so that $\tilde{d}_{k}(x)=\frac{1}{r_{k}} d_{m_{k}}\left(r_{k} x\right)$. By Remark 2.7.7. we have that

$$
\left\|\mathfrak{d}_{m_{k}}-w_{k}(0) d_{m_{k}}\right\|_{L^{\infty}\left(B_{r}\right)} \leq C r^{1+\alpha}
$$

for any $r \in\left(0, r_{\circ}\right)$, with $w_{k}:=\mathfrak{d}_{m_{k}} / d_{m_{k}} \in C^{\alpha}\left(B_{1}\right)$. In terms of $\tilde{d}_{k}$ and $\tilde{\mathfrak{d}}_{k}$ we have

$$
\begin{equation*}
\left\|\tilde{\mathfrak{d}}_{k}-w_{k}(0) \tilde{d}_{k}\right\|_{L^{\infty}\left(B_{1}\right)} \leq C r_{k}^{\alpha} \tag{2.7.13}
\end{equation*}
$$

that is, $\tilde{\mathfrak{d}}_{k}$ converges locally uniformly to $w_{k}(0) \tilde{d}_{k}$, as $k \rightarrow \infty$.
On the other hand, thanks to 2.7 .11 - 2.7 .12 , up to dividing by a universal constant depending only on $n$ and $s$, we have that $v_{k}$ satisfies the hypotheses of Proposition 2.7.4 for any $\delta>0$ provided that $k$ is large enough. In particular, for any $\varepsilon_{0}>0$ there exists some $k$ large enough such that

$$
\left\|v_{k}-c_{k} \tilde{d}_{k}^{s}\right\|_{L^{\infty}\left(B_{1}\right)} \leq \varepsilon_{0}, \quad \text { for some } \quad c_{k} \in \mathbb{R}
$$

Combining this with 2.7.13, we get

$$
\begin{equation*}
\left\|v_{k}-\frac{c_{k}}{w_{k}(0)} \tilde{\mathfrak{d}}_{k}^{s}\right\|_{L^{\infty}\left(B_{1}\right)} \leq 2 \varepsilon_{0} \tag{2.7.14}
\end{equation*}
$$

if $k$ is large enough. Notice, however, that by definition of $v_{k}, \mathfrak{d}_{k}$, and $q_{k}$,

$$
\int_{B_{1}} v_{k} \tilde{\mathfrak{d}}_{k}^{s}=Q_{k}^{-1} r_{k}^{-1-n}\left(\int_{B_{r_{k}}} u_{m_{k}} \mathfrak{d}_{m_{k}}^{s}-q_{k} \int_{B_{r_{k}}} \mathfrak{d}_{m_{k}}^{2 s}\right)=0
$$

so that integrating (2.7.14) against $\tilde{\mathfrak{d}}_{k}^{s}$ in $B_{1}$ we get $\left|c_{k}\right| \leq C \varepsilon_{0}$ for some $C$ independent of $k$ (using that $\int_{B_{1}} \tilde{d}_{k}^{2 s}$ and $w_{k}^{-1}(0)$ are uniformly bounded below). Thus

$$
\left\|v_{k}\right\|_{L^{\infty}\left(B_{1}\right)} \leq C \varepsilon_{\circ}
$$

for $k$ large enough. However, by definition of $v_{k}$ we have $\left\|v_{k}\right\|_{L^{\infty}\left(B_{1}\right)}=1$, which is a contradiction if $\varepsilon_{0}<1 / C$. This completes the proof.
2.7.3. Proof of the higher-order boundary regularity. Let us finish with the proof of the higher-order boundary regularity result, Theorem 2.7.1. As in the proof of the boundary regularity, we start with a local version of the estimate, that has interest on its own:

Proposition 2.7.8. Let $s \in(0,1)$, and let $\mathcal{L} \in \mathfrak{G}_{s}^{\text {hom }}(\lambda, \Lambda)$ satisfy (2.7.2). Let $\alpha \in(0, s)$, and let $\Omega \subset \mathbb{R}^{n}$ be any domain whose boundary is a $C^{1, \alpha}$ graph in $B_{1}$, with $C^{1, \alpha}$ norm bounded by 1 .

Let $u \in L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right) \cap C\left(B_{1}\right)$ for some $\varepsilon>0$ be any distributional solution to

$$
\left\{\begin{array}{rlll}
\mathcal{L} u & =f & \text { in } \quad \Omega \cap B_{1} \\
u & =0 & \text { in } B_{1} \backslash \Omega,
\end{array}\right.
$$

for some $f \in L^{\infty}(\Omega)$. Then, $u / d^{s} \in C_{\text {loc }}^{\alpha}\left(B_{1} \cap \bar{\Omega}\right)$ with

$$
\left\|\frac{u}{d^{s}}\right\|_{C^{\alpha}\left(\bar{\Omega} \cap B_{1 / 2}\right)} \leq C\left(\|f\|_{L^{\infty}\left(\Omega \cap B_{1}\right)}+\|u\|_{L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)}\right)
$$

for some $C$ depending only on $n, s, \varepsilon, \alpha, \lambda$, and $\Lambda$.
Proof. We assume $\|f\|_{L^{\infty}\left(\Omega \cap B_{1}\right)}+\|u\|_{L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)} \leq 1$ after dividing by a constant if necessary. We split the proof into two steps.

Step 1: From Proposition 2.7 .3 we know that for each $z \in \partial \Omega \cap B_{1 / 2}$ there exists some $q=q(z)$ such that

$$
\left\|u-q(z) d^{s}\right\|_{L^{\infty}\left(B_{r}(z)\right)} \leq C r^{s+\alpha} \quad \text { for all } \quad r \in\left(0, \frac{1}{2}\right)
$$

Equivalently, thanks to Remark 2.7.7. we have for some $q^{\prime}(z)$,

$$
\begin{equation*}
\left\|u-q^{\prime}(z) \mathfrak{d}^{s}\right\|_{L^{\infty}\left(B_{r}(z)\right)} \leq C r^{s+\alpha} \quad \text { for all } \quad r \in\left(0, \frac{1}{2}\right) \tag{2.7.15}
\end{equation*}
$$

Let now $x_{\circ} \in \Omega \cap B_{1 / 2}$ with $r_{\circ}:=d\left(x_{\circ}\right) \leq \rho_{\circ}$ for some small universal $\rho_{\circ}$, and let $z_{\circ} \in \partial \Omega \cap B_{3 / 4}$ be a projection of $x_{\circ}$ towards $\partial \Omega$ (in particular, $\left.\left|x_{\circ}-z_{\circ}\right|=r_{\circ}\right)$.

We define the function

$$
v(x):=u\left(x_{\circ}+r_{\circ} x\right)-q^{\prime}\left(z_{\circ}\right) \mathfrak{d}^{s}\left(x_{\circ}+r_{\circ} x\right) .
$$

Then, we have (by 2.7.15)

$$
\|v\|_{L^{\infty}\left(B_{R}\right)} \leq C\left(R r_{\circ}\right)^{s+\alpha} \quad \text { for all } \quad 1 \leq R \leq c r_{\circ}^{-1}
$$

On the other hand, from $\|u\|_{L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)} \leq 1$,

$$
\|v\|_{L^{\infty}\left(B_{R}\right)} \leq C\left(R r_{\circ}\right)^{2 s-\varepsilon} \quad \text { for all } \quad R \geq c r_{\circ}^{-1} .
$$

In all, assuming without loss of generality that $\varepsilon<\alpha-s$, we have

$$
\|v\|_{L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)} \leq C r_{\circ}^{s+\alpha} .
$$

Observe, also, that thanks to Proposition B.2.1, for all $x \in B_{3 / 4}$,

$$
\begin{aligned}
|\mathcal{L} v(x)| & \leq r_{\circ}^{2 s} f\left(x_{\circ}+r_{\circ} x\right)+C\left|q^{\prime}\left(z_{\circ}\right)\right| r_{\circ}^{2 s} \mathfrak{d}^{\alpha-s}\left(x_{\circ}+r_{\circ} x\right) \\
& \leq r_{\circ}^{2 s}+C r_{\circ}^{s+\alpha} \leq C r_{\circ}^{s+\alpha}
\end{aligned}
$$

where we have used that $q^{\prime}\left(z_{0}\right)$ is bounded and that, for $x \in B_{3 / 4}$, the function $\mathfrak{d}\left(x_{\circ}+r_{\circ} x\right)$ is comparable to $r_{\circ}$. Hence, by $C^{\alpha}$ interior estimates with bounded right-hand side (Theorem 2.4.3 rescaled to balls $B_{1 / 2}$ and $B_{3 / 4}$ ) we have:

$$
[v]_{C^{\alpha}\left(B_{1 / 2}\right)} \leq C\left(\|v\|_{L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)}+\|\mathcal{L} v\|_{L^{\infty}\left(B_{3 / 4}\right)}\right) \leq C r_{\circ}^{s+\alpha} .
$$

In terms of $u$ this is

$$
\begin{equation*}
\left[u-q^{\prime}\left(z_{\circ}\right) \mathfrak{d}^{s}\right]_{C^{\alpha}\left(B_{r_{0} / 2}\left(x_{\circ}\right)\right)} \leq C r_{\circ}^{s} . \tag{2.7.16}
\end{equation*}
$$

Step 2: We now want to obtain a bound for the Hölder norm of $u / d^{s}$ from (2.7.16). To do that, two preliminary observations are in order.

We will use that, on the one hand, for any $u_{1}, u_{2} \in C^{\alpha}(D)$ we have $u_{1} u_{2} \in C^{\alpha}(D)$ with

$$
\begin{equation*}
\left[u_{1} u_{2}\right]_{C^{\alpha}(D)} \leq\left\|u_{1}\right\|_{L^{\infty}(D)}\left[u_{2}\right]_{C^{\alpha}(D)}+\left[u_{1}\right]_{C^{\alpha}(D)}\left\|u_{2}\right\|_{L^{\infty}(D)}, \tag{2.7.17}
\end{equation*}
$$

(see A.3.6) in Proposition A.3.4.
On the other hand, we will also use that, since

$$
\begin{aligned}
& \left\|\mathfrak{d}^{-s}\right\|_{L^{\infty}\left(B_{r_{\circ} / 2}\left(x_{\circ}\right)\right)} \leq C r_{\circ}^{-s}, \\
& \left\|\nabla\left(\mathfrak{d}^{-s}\right)\right\|_{L^{\infty}\left(B_{r_{\circ} / 2}\left(x_{\circ}\right)\right)}=C\left\|\mathfrak{d}^{-s-1} \nabla \mathfrak{d}\right\|_{L^{\infty}\left(B_{r_{\circ} / 2}\left(x_{\circ}\right)\right)} \leq C r_{\circ}^{-s-1},
\end{aligned}
$$

we have that by interpolation

$$
\begin{align*}
{\left[\mathfrak{d}^{-s}\right]_{C^{\alpha}\left(B_{r_{0} / 2}\left(x_{\circ}\right)\right)} } & =\sup _{x, y \in B_{r_{o} / 2}\left(x_{\circ}\right)} \frac{\left|\mathfrak{d}^{-s}(x)-\mathfrak{d}^{-s}(y)\right|^{\alpha}}{|x-y|^{\alpha}}\left|\mathfrak{d}^{-s}(x)-\mathfrak{d}^{-s}(y)\right|^{1-\alpha}  \tag{2.7.18}\\
& \leq C\left[\mathfrak{d}^{-s}\right]_{\left.C^{0,1}\left(B_{r_{0} / 2}\left(x_{\circ}\right)\right)\right)}^{\alpha}\left\|\mathfrak{d}^{-s}\right\|_{L^{\infty}\left(B_{r_{0} / 2}\left(x_{\circ}\right)\right)}^{1-\alpha} \leq C r_{\circ}^{-s-\alpha} .
\end{align*}
$$

Combining (2.7.17) with 2.7.18) in 2.7.16 (also recalling 2.7.15) we get

$$
\begin{aligned}
{\left[\frac{u}{\mathfrak{d}^{s}}\right]_{C^{\alpha}\left(B_{r_{\circ} / 2}\left(x_{\circ}\right)\right)}=} & {\left[\frac{u}{\mathfrak{d}^{s}}-q^{\prime}\left(z_{\circ}\right)\right]_{C^{\alpha}\left(B_{r_{\circ} / 2}\left(x_{\circ}\right)\right)} } \\
\leq & \left\|u-q^{\prime}\left(z_{\circ}\right) \mathfrak{d}^{s}\right\|_{L^{\infty}\left(B_{r_{o} / 2}\left(x_{\circ}\right)\right)}\left[\mathfrak{d}^{-s}\right]_{C^{\alpha}\left(B_{r_{\circ} / 2}\left(x_{\circ}\right)\right)} \\
& +\left[u-q^{\prime}\left(z_{\circ}\right) \mathfrak{d}^{s}\right]_{C^{\alpha}\left(B_{r_{\circ} / 2}\left(x_{\circ}\right)\right)}\left\|\mathfrak{d}^{-s}\right\|_{L^{\infty}\left(B_{r_{\circ} / 2}\left(x_{\circ}\right)\right)} \\
\leq & C r_{\circ}^{s+\alpha} r_{\circ}^{-s-\alpha}+C r_{\circ}^{s} r_{\circ}^{-s}=C .
\end{aligned}
$$

That is, we have obtained a universal bound for $\left[u / \mathfrak{d}^{s}\right]_{C^{\alpha}\left(B_{r_{0} / 2}\left(x_{\circ}\right)\right)}$ for any $r_{\circ} \leq \rho_{\circ}$. Since $u$ has interior $C^{2 s}$ regularity and $\mathfrak{d}^{s}$ is smooth and uniformly
positive away from the boundary, the previous estimate also holds for $\rho_{\circ} \leq$ $r_{\circ} \leq \frac{1}{2}$ :

$$
\begin{equation*}
\left[\frac{u}{\mathfrak{d}^{s}}\right]_{C^{\alpha}\left(B_{r_{\circ} / 2}\left(x_{\circ}\right)\right)} \leq C \quad \text { for all } x_{\circ} \in B_{1 / 2} \text { with } B_{r_{\circ}\left(x_{\circ}\right)} \subset \Omega \cap B_{1} \tag{2.7.19}
\end{equation*}
$$

Using again (2.7.17), since $u / \mathfrak{d}^{s}$ and $\mathfrak{d}^{s} / d^{s}$ are $C^{\alpha}$ in $\Omega$ (see Remark 2.7.7) we get from 2.7.19),

$$
\left[\frac{u}{d^{s}}\right]_{C^{\alpha}\left(B_{r_{\circ} / 2}\left(x_{\circ}\right)\right)} \leq C \quad \text { for all } x_{\circ} \in B_{1 / 2} \text { with } B_{r_{\circ}\left(x_{\circ}\right)} \subset \Omega \cap B_{1} .
$$

This is enough to conclude that $u / d^{s} \in C^{\alpha}\left(B_{1 / 2} \cap \bar{\Omega}\right)$ with a bound of the form $\left\|u / d^{s}\right\|_{C^{\alpha}\left(B_{1 / 2} \cap \bar{\Omega}\right)} \leq C$ (see, e.g., Lemma A.1.4 in Appendix A).

From the previous result, we finally obtain the following:
Proof of Theorem 2.7.1. We cover $\Omega$ with finitely many balls $B_{1 / 2}\left(x_{i}\right)$, and apply Proposition 2.7 .8 to each of them to get the desired result.

### 2.8. Further results and open problems

In this chapter, we have obtained a quite complete understanding of the regularity of solutions to linear nonlocal equations of order $2 s$. Still, there are many interesting research directions that we did not discuss yet; we briefly do it next.
2.8.1. General equations in divergence form. Under appropriate regularity assumptions on $K(x, z)$ in the $x$-variable, we know that solutions of divergence-form equations

$$
\begin{equation*}
\mathcal{L}(u, x)=0 \quad \text { in } \quad \Omega \subset \mathbb{R}^{n}, \tag{2.8.1}
\end{equation*}
$$

with operators as in (??)-(??), satisfy similar regularity estimates to the ones we established in Theorems 2.4.1 and 2.4.3. see Section 2.5 and [103, 92].

Recall that, in this case, the ellipticity conditions should read as

$$
\begin{equation*}
r^{2 s} \int_{B_{2 r}(x) \backslash B_{r}(x)} K(x, d z) \leq \Lambda \tag{2.8.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\lambda \leq r^{2 s-2} \inf _{e \in \mathbb{S}^{n-1}} \int_{B_{\Lambda r}(x) \backslash B_{r}(x)}|e \cdot(x-z)|^{2} K(x, d z) \tag{2.8.3}
\end{equation*}
$$

for all $r>0$ and $x \in \mathbb{R}^{n}$, with $\Lambda \geq \lambda>0$.
A quite different problem concerns the regularity of solutions of divergenceform equations (2.8.1)-(??)-(??), with ellipticity assumptions 2.8.2)-(2.8.3), but with no regularity assumption in $x$. These are called equations with bounded measurable coefficients.

The main regularity question in this context is to understand whether solutions to these equations are Hölder continuous or not ${ }^{15}$. The first results in this direction were established by Kassmann $\mathbf{1 4 5}$ (see also Chen-Kumagai [56], Bass-Levin [18], and Caffarelli-Chan-Vasseur [36]), who proved that, under the stronger assumption

$$
\begin{equation*}
0<\frac{\bar{\lambda}}{|x-z|^{n+2 s}} \leq K(x, z) \leq \frac{\bar{\Lambda}}{|x-z|^{n+2 s}} \tag{2.8.4}
\end{equation*}
$$

any solution of 2.8 .1 -(??)-(??) in $B_{1}$ satisfies

$$
\begin{equation*}
\|u\|_{C^{0, \alpha}\left(B_{1 / 2}\right)} \leq C\|u\|_{L^{\infty}\left(\mathbb{R}^{n}\right)} \tag{2.8.5}
\end{equation*}
$$

for some positive constants $\alpha$ and $C$ depending only on $n, s, \bar{\lambda}$ and $\bar{\Lambda}$.
Notice that the techniques we used in this chapter in order to establish regularity estimates do not apply in case of equations with bounded measurable coefficients, and completely different methods are required. The main estimate in $\mathbf{1 4 5}$ ] is proved by developing a nonlocal version of the classical Moser iteration.

After the results in $\mathbf{1 4 5}, \mathbf{5 6}, \mathbf{1 8}, \mathbf{3 6}$, the natural question was then to ask whether (2.8.5) holds for more general kernels, not satisfying (2.8.4). The best known result in this direction follows from the works of ChakerSilvestre [50], Dyda-Kassmann [81], and Imbert-Silvetre [138], and states that 2.8 .5 holds for any solution of 2.8 .1 -(??)-(??), with ellipticity assumptions 2.8.2-2.8.3, as long as the kernel $K(x, z)$ satisfies the additional assumption

$$
\left|\left\{z \in B: K(x, z) \geq \mu|x-z|^{-n-2 s}\right\}\right| \geq \theta|B|
$$

for any ball $B \subset \mathbb{R}^{n}$ and $x \in B$, with $\theta \in(0,1)$ and $\mu>0$. Notice that this assumption is much weaker than 2.8 .4 , but still leaves the following:

Open question 2.1: Does the Hölder estimate (2.8.5) hold for all solutions of (2.8.1)-(??)-(??) in $B_{1}$, under the general ellipticity assumptions (2.8.2)2.8.3?

Thanks to the results in [138], the question essentially reduces to showing that, under the ellipticity assumptions 2.8 .2 - 2.8 .3 , the coercivity estimate

$$
\int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} \frac{|u(x)-u(z)|^{2}}{|x-z|^{n+2 s}} d z d x \leq C \int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}}|u(x)-u(z)|^{2} K(x, z) d z d x
$$

holds for all $u \in H^{s}\left(\mathbb{R}^{n}\right)$, with $C$ depending only on the constants $\lambda, \Lambda$ appearing in 2.8 .2 - 2.8 .3 .

[^17]This is a challenging and very natural question, which arises as well in the context of the Boltzmann equation; see 50 for more details.
2.8.2. Harnack's inequality. In Chapter 1 we saw that the square root of Laplacian satisfies a Harnack inequality; see Proposition 1.7.1. It is then natural to wonder if more general operators $\mathcal{L} \in \mathfrak{G}_{s}(\lambda, \Lambda)$ - or more general operators of the form (??)-(??)- $(\sqrt{2.8 .2})-(\sqrt{2.8 .3}) ~-~ s a t i s f y ~ a ~ s i m i l a r ~ H a r n a c k ~$ inequality [68, 69, 64].

It turns out that the condition

$$
0<\frac{\bar{\lambda}}{|y|^{n+2 s}} \leq K(y) \leq \frac{\bar{\Lambda}}{|y|^{n+2 s}}
$$

is enough for the Harnack inequality to hold:

$$
\left\{\begin{align*}
\mathcal{L} u & =0 \tag{2.8.6}
\end{align*} \quad \text { in } \quad B_{1} \quad \Longrightarrow \quad \sup _{B_{1 / 2}} u \leq C \inf _{B_{1 / 2}} u,\right.
$$

with $C$ depending only on $n, s, \bar{\lambda}, \bar{\Lambda}$ (see Corollary 3.3.7).
However, there are (linear and translation invariant) operators $\mathcal{L} \in$ $\mathfrak{G}_{s}(\lambda, \Lambda)$ for which such Harnack inequality fails. A simple example is given by $\mathcal{L}=\left(-\partial_{x_{1} x_{1}}^{2}\right)^{s}+\left(-\partial_{x_{2} x_{2}}^{2}\right)^{s}$ in $\mathbb{R}^{2}$; see [16, [26]. This raises the following:

Open question 2.2: Can one characterize those operators $\mathcal{L}$ for which the Harnack inequality (2.8.6) holds?

In case of stable operators, i.e., when $K$ is homogeneous, this question was completely solved by Bogdan and Sztonyk; see [26, 25]. On the other hand, for general operators $\mathcal{L} \in \mathfrak{G}_{s}(\lambda, \Lambda)$, a characterization of those operators satisfying a parabolic Harnack inequality follows from the results of Chen, Kumagai, and Wang [57].
2.8.3. Boundary regularity estimates in $L^{p}$ spaces. Concerning the boundary regularity of solutions, here we have studied solutions $u$ to the Dirichlet problem

$$
\left\{\begin{align*}
\mathcal{L} u=f & \text { in } \Omega  \tag{2.8.7}\\
u=0 & \text { in } \mathbb{R}^{n} \backslash \Omega,
\end{align*}\right.
$$

for operators $\mathcal{L} \in \mathfrak{G}_{s}(\lambda, \Lambda)$ with homogeneous kernels $K$, i.e. $\mathcal{L} \in \mathfrak{G}_{s}^{\text {hom }}(\lambda, \Lambda)$, and with $f \in L^{\infty}(\Omega)$ or $f \in C^{\alpha}(\bar{\Omega})$. In this case, the best known results essentially show the following: for any $\beta>1$, with $\beta, \beta \pm s \notin \mathbb{N}$, we have

$$
\left\{\begin{array}{l}
\partial \Omega \in C^{\beta} \\
f \in C^{\max \{\beta-1-s, 0\}}(\bar{\Omega}) \\
\left.K\right|_{\mathbb{S}^{n-1}} \text { is "regular enough" }
\end{array} \quad \Longrightarrow \quad \frac{u}{d^{s}} \in C^{\beta-1}(\bar{\Omega})\right. \text {. }
$$

This sharp higher regularity result was first proved in the case $\beta=\infty$ by Grubb [123, 124] (see also Hormander [134, 135]), then by the second author and Serra 189$]$ in case $\beta \in(1,1+s)$, and finally by Abatangelo and the second author in [3], for all $\beta>1+s$; see also Abels-Grubb [4].

In case $f \in L^{p}(\Omega)$, the best known results have been established by Abels and Grubb [4], where they proved fine estimates in Bessel-potential type $H_{q}^{s}$ spaces. As a particular case of their results, one has:

$$
\left\{\left.\begin{array}{l}
\partial \Omega \in C^{2} \\
f \in L^{p}(\Omega), \quad p s>1 \\
\left.K\right|_{\mathbb{S}^{n-1}} \in C^{\infty}\left(\mathbb{S}^{n-1}\right)
\end{array} \quad \Longrightarrow \quad \frac{u}{d^{s}}\right|_{\partial \Omega} \in W^{s-\frac{1}{p}, p}(\partial \Omega)\right.
$$

where $u /\left.d^{s}\right|_{\partial \Omega}$ should be understood in a trace sense; see [4, Theorem 4.5]. Here, $W^{\alpha, p}$ denotes the fractional Sobolev space; see 2.1.37.

An interesting question that remains completely open in this context is to establish $L^{p}$-based regularity estimates for $u / d^{s}$ in Lipschitz domains.

Open question 2.3: When $\Omega$ is Lipschitz and $\mathcal{L}$ is a stable operator, can one prove that solutions to 2.8 .7 satisfy $u / d^{s} \in L^{p}(\partial \Omega)$ ?

This is not known even in case of the fractional Laplacian, $\mathcal{L}=(-\Delta)^{s}$.
2.8.4. Non-symmetric operators. The operators $\mathcal{L} \in \mathfrak{G}_{s}(\lambda, \Lambda)$ that we have considered in this Chapter are all symmetric, in the sense that $\int_{\mathbb{R}^{n}} u \mathcal{L} v=$ $\int_{\mathbb{R}^{n}} \mathcal{L} u v$ for all $u, v \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$. In terms of the kernel $K$ this is equivalent to the symmetry condition $K(y)=K(-y)$, which is what allowed us to write the operator 2.1.11) as 2.1.22.

The natural generalization of $\mathfrak{G}_{s}(\lambda, \Lambda)$ to the context of non-symmetric kernels is the class of operators of the type

$$
\mathcal{L} u(x)= \begin{cases}\int_{\mathbb{R}^{n}}(u(x)-u(x+y)) K(d y) & \text { if } s \in\left(0, \frac{1}{2}\right) \\ \text { P.V. } \int_{\mathbb{R}^{n}}(u(x)-u(x+y)) K(d y)+b \cdot \nabla u(x) & \text { if } s=\frac{1}{2} \\ \int_{\mathbb{R}^{n}}(u(x)-u(x+y)+\nabla u(x) \cdot y) K(d y) & \text { if } s \in\left(\frac{1}{2}, 1\right)\end{cases}
$$

where $b \in \mathbb{R}^{n}$, and the kernel $K \geq 0$ satisfies the additional cancellation property

$$
\int_{B_{2 r} \backslash B_{r}} y K(d y)=0 \quad \text { in case } s=\frac{1}{2}
$$

The corresponding uniform ellipticity assumptions are

$$
r^{2 s} \int_{B_{2 r} \backslash B_{r}} K(d y) \leq \Lambda \quad \text { for all } \quad r>0
$$

and

$$
0<\lambda \leq r^{2 s-2} \int_{B_{2 r} \backslash B_{r}}|e \cdot y|^{2} K(d y) \quad \text { for all } \quad r>0 \quad \text { and } \quad e \in \mathbb{S}^{n-1} .
$$

These operators have Fourier symbols of the form $\mathcal{A}+i \mathcal{B}$, with

$$
\mathcal{A}(\xi) \asymp|\xi|^{2 s} \quad \text { and } \quad|\mathcal{B}(\xi)| \lesssim|\xi|^{2 s}
$$

for all $\xi \in \mathbb{R}^{n}$. Thanks to this, the proofs of the interior regularity results we presented in Section 2.4 still hold for this more general class of operators; see [74, Theorem 3.8] and [103.

On the other hand, the boundary regularity of solutions that we presented in Sections 2.6 and 2.7 used very strongly the fact that the kernels under consideration were symmetric (and homogeneous). Namely, a crucial ingredient in those proofs is the fact that the function $(x \cdot e)_{+}^{s}$ is a 1D solution of $\mathcal{L} w=0$ in $\{x \cdot e>0\}$, for any $e \in \mathbb{S}^{n-1}$.

For non-symmetric operators, the boundary regularity was developed in [74, Theorem 1.2], where Dipierro, the second author, Serra, and Valdinoci developed a boundary regularity theory which extends the one for symmetric operators that we presented in Sections 2.6 and 2.7 here. A key observation is that, for any non-symmetric operator $\mathcal{L}$ with homogeneous kernel, and for any $e \in \mathbb{S}^{n-1}$, there exists an explicit exponent

$$
\gamma(e, \mathcal{L}):=s+\frac{1}{\pi} \arctan \left(\frac{\mathcal{B}(e)}{\mathcal{A}(e)}\right), \quad \gamma(e, \mathcal{L}) \in(0,2 s) \cap(2 s-1,1),
$$

for which the function $(x \cdot e)_{+}^{\gamma(e, \mathcal{L})}$ is a 1D solution of $\mathcal{L} w=0$ in $\{x \cdot e>0\}$.
An interesting problem that remains open is the following:
Open question 2.4: Develop a higher-order boundary regularity theory for nonsymmetric operators, extending the one in [3] for symmetric operators.

This would have applications to obstacle problems for non-symmetric operators, too; see subsection 4.4.5.

## Fully nonlinear equations

In this chapter we study fully nonlinear equations of the type

$$
\begin{equation*}
\mathcal{I} u=0 \quad \text { in } \quad \Omega \subset \mathbb{R}^{n}, \tag{3.0.1}
\end{equation*}
$$

where $\mathcal{I}$ is an operator of the form

$$
\begin{equation*}
\mathcal{I} w:=\inf _{\gamma \in \Gamma}\left\{-\mathcal{L}_{\gamma} w\right\} \quad \text { or } \quad \mathcal{I} w:=\inf _{b \in \mathcal{B}} \sup _{a \in \mathcal{A}}\left\{-\mathcal{L}_{a b} w\right\} \tag{3.0.2}
\end{equation*}
$$

and $\mathcal{L}_{\gamma}$ or $\mathcal{L}_{a b}$ are linear integro-differential elliptic operators of order $2 s$.
When $s=1$, these correspond to fully nonlinear elliptic PDE,

$$
F\left(D^{2} u\right)=0 \quad \text { in } \quad \Omega \subset \mathbb{R}^{n}
$$

and their study has been a major research direction since the second half of the 20th century, with many important contributions by Nirenberg, Krylov, Safonov, Evans, Caffarelli, and many others; see [33, 179, 102] for more details.

For integro-differential operators, the regularity theory for fully nonlinear equations of the type (3.0.1)- 3.0 .2 ) was developed in a series of famous papers by Caffarelli and Silvestre [43, 44, 45], and many more results have been established since then; see [52, 53, 54, $\mathbf{7 5}, 128,129,144,147,155$, 178, 187, 190, 202, 203, 199, 222.

Here we will present first the basic results concerning the existence and uniqueness of (viscosity) solutions for these equations, to then establish some of the main known regularity results.

### 3.1. Preliminaries

We next present a very heuristic motivation for the equations (3.0.1)-(3.0.2), and we refer to $[168,169$ for a rigorous derivation in the case of secondorder elliptic equations.

Let $\Gamma=\{1, \ldots, N\}$, and $\left\{X_{t}^{i}\right\}_{i \in \Gamma}$ be a finite collection of Lévy processes, with infinitesimal generators $\mathcal{L}_{i}$. Given a bounded smooth domain $\Omega \subset \mathbb{R}^{n}$, and a payoff function $g \in C\left(\mathbb{R}^{n} \backslash \Omega\right)$, we saw in subsection 2.1.4 that if we consider the process $x+X_{t}^{i}$ (i.e., a "particle" starts at $x \in \Omega$ and moves randomly according to $X_{t}^{i}$ ), then the expected payoff of the first hitting time $\tau_{x}$ (the first time the particle falls outside $\Omega$ ), denoted $u_{i}(x)$, is given by the solution of

$$
\left\{\begin{aligned}
\mathcal{L}_{i} u_{i}=0 & \text { in } \quad \Omega \\
u_{i}=g & \text { in } \quad \mathbb{R}^{n} \backslash \Omega .
\end{aligned}\right.
$$

Here, we consider instead the following control problem: suppose that at any time $t$ we can choose to change the parameter $i \in \Gamma$ so that the particle that has reached the position $x$ at time $t$ must then move according to $X_{t}^{i}$ during a very small time interval $(t, t+\delta)$. We get a process $X_{t}^{\gamma}$, where $\gamma: \Omega \rightarrow \Gamma$ may actually change from point to point.

Our goal is to minimiz $\S^{1}$ the expected payoff, by making the optimal choice of $i$ at each $x \in \Omega$. The minimum expected payoff is then given by

$$
u(x):=\inf _{\substack{\text { all possible choices } \\ \text { of } \gamma: \Omega \rightarrow \Gamma}} \mathbb{E}\left[g\left(X_{\tau_{x}}^{\gamma}\right)\right] .
$$

Observe that, since we can always choose to continue with a constant $\gamma \equiv i$, we have $u(x) \leq \mathbb{E}\left[u\left(x+X_{t}^{i}\right)\right]$ for every $x \in \Omega$ (and every $i \in \Gamma$ ), and from (2.1.6)-2.1.8 we get $-\mathcal{L}_{i} u \geq 0$ in $\Omega$ for all $i \in \Gamma$. On the other hand, assuming that $u$ is regular enough, one can show that for short time intervals we will have $u(x)=\mathbb{E}\left[u\left(x+X_{t}^{i}\right)\right]+o(t)$ for some $i \in \Gamma$, so that (again by 2.1.6-2.1.8) at each $x \in \Omega$ we have that $\mathcal{L}_{i} u(x)=0$ for some $i \in \Gamma$. The previous expressions can be put into a single (nonlinear) equation as

$$
\min _{i \in \Gamma}\left\{-\mathcal{L}_{i} u\right\}=0
$$

One can repeat the same argument for any general family of stochastic processes $\left\{X_{t}^{\gamma}\right\}_{\gamma \in \Gamma}$, and the value function $u$ will then solve the fully nonlinear equation

$$
\left\{\begin{align*}
& \mathcal{I} u=0 \text { in } \quad \Omega  \tag{3.1.1}\\
& u=g \text { in } \\
& \mathbb{R}^{n} \backslash \Omega
\end{align*}\right.
$$

[^18]where
$$
\mathcal{I} w:=\inf _{\gamma \in \Gamma}\left\{-\mathcal{L}_{\gamma} w\right\} .
$$

Similar considerations with zero-sum two-player stochastic games ${ }^{2}$ lead to the nonlinear operators

$$
\mathcal{I} w:=\inf _{b \in \mathcal{B}} \sup _{a \in \mathcal{A}}\left\{-\mathcal{L}_{a b} w\right\} .
$$

Finally, when running costs are considered we get the problem (3.1.1) with

$$
\mathcal{I} u=\inf _{\gamma \in \Gamma}\left\{-\mathcal{L}_{\gamma} u+c_{\gamma}\right\} \quad \text { or } \quad \mathcal{I} u=\inf _{b \in \mathcal{B}} \sup _{a \in \mathcal{A}}\left\{-\mathcal{L}_{a b} u+c_{a b}\right\}
$$

(stochastic control)
(zero-sum games)
As explained in more detail below, here we will be interested in the case where $\mathcal{L}_{\gamma}$ are integro-differential operators of the form

$$
\mathcal{L}_{\gamma} u(x)=\text { P.V. } \int_{\mathbb{R}^{n}}(u(x)-u(x+y)) K_{\gamma}(y) d y
$$

with $K_{\gamma}(y) \asymp|y|^{-n-2 s}$.
Remark 3.1.1 (Second-order equations). When $\mathcal{L}_{\gamma} u$ or $\mathcal{L}_{a b}$ are secondorder uniformly elliptic operators of the form

$$
\mathcal{L} u(x)=-\sum_{i, j=1}^{n} a_{i j}(x) \partial_{i j} u(x), \quad \lambda \operatorname{Id} \leq\left(a_{i j}\right)_{i j} \leq \Lambda \operatorname{Id},
$$

then $\mathcal{I} u$ is a (local) fully nonlinear uniformly elliptic operator $F\left(D^{2} u\right)=0$. When $\mathcal{I} u=\inf _{\gamma \in \Gamma}\left\{-\mathcal{L}_{\gamma} u+c_{\gamma}\right\}$ then $F$ is, in addition, a concave function.

Notice that, in this case, the stochastic processes $X_{t}^{\gamma}$ have continuous paths, and thus only the value of $g$ on $\partial \Omega$ matters in (3.1.1).
3.1.1. Extremal operators. An important observation is the following:

Lemma 3.1.2. Assume that all $\mathcal{L}_{\gamma}$ and $\mathcal{L}_{a b}$ belong to a class of linear operators $\mathfrak{L}$; and $c_{\gamma}$ and $c_{a b}$ are functions of $x$. Let

$$
\mathcal{I}(u, x)=\inf _{\gamma \in \Gamma}\left\{-\mathcal{L}_{\gamma} u(x)+c_{\gamma}(x)\right\}
$$

or

$$
\begin{equation*}
\mathcal{I}(u, x)=\inf _{b \in \mathcal{B}} \sup _{a \in \mathcal{A}}\left\{-\mathcal{L}_{a b} u(x)+c_{a b}(x)\right\} . \tag{3.1.2}
\end{equation*}
$$

Then,

$$
\inf _{\mathcal{L} \in \mathfrak{L}}\{-\mathcal{L} v(x)\} \leq \mathcal{I}(u+v, x)-\mathcal{I}(u, x) \leq \sup _{\mathcal{L} \in \mathfrak{L}}\{-\mathcal{L} v(x)\}
$$

whenever all the terms are pointwise well-defined.

[^19]Proof. We have

$$
\begin{aligned}
& \inf _{\mathcal{L} \in \mathfrak{L}}\{-\mathcal{L} v(x)\} \leq \inf _{\gamma \in \Gamma}\left\{-\mathcal{L}_{\gamma} v(x)\right\} \\
& \quad \leq \inf _{\gamma \in \Gamma}\left\{-\mathcal{L}_{\gamma} u(x)-\mathcal{L}_{\gamma} v(x)+c_{\gamma}(x)\right\}-\inf _{\gamma \in \Gamma}\left\{-\mathcal{L}_{\gamma} u(x)+c_{\gamma}(x)\right\} \\
& \quad \leq \sup _{\gamma \in \Gamma}\left\{-\mathcal{L}_{\gamma} v(x)\right\} \leq \sup _{\mathcal{L} \in \mathfrak{L}}\{-\mathcal{L} v(x)\} .
\end{aligned}
$$

In the case $\mathcal{L}_{a b}$ we have instead

$$
-\mathcal{L}_{a b}(u+v)+c_{a b} \leq-\mathcal{L}_{a b} u+c_{a b}+\sup _{\mathcal{L} \in \mathfrak{L}}\{-\mathcal{L} v\},
$$

and taking $\inf _{b \in \mathcal{B}} \sup _{a \in \mathcal{A}}$ we get

$$
\mathcal{I}(u+v, x) \leq \mathcal{I}(u, x)+\sup _{\mathcal{L} \in \mathfrak{L}}\{-\mathcal{L} v(x)\} .
$$

The other inequality follows in a similar way.
Given a class $\mathfrak{L}$ of linear Lévy operators (2.1.11)-(2.1.4), we define the extremal operators:

$$
\begin{equation*}
\mathcal{M}_{\mathfrak{L}}^{+} u=\sup _{\mathcal{L} \in \mathfrak{L}}\{-\mathcal{L} u\} \quad \text { and } \quad \mathcal{M}_{\mathfrak{L}}^{-} u=\inf _{\mathcal{L} \in \mathfrak{L}}\{-\mathcal{L} u\} . \tag{3.1.3}
\end{equation*}
$$

Thanks to the previous lemma, if $\mathcal{I} u$ is of the form (3.1.2), then

$$
\begin{equation*}
\mathcal{M}_{\mathfrak{L}}^{-}(u-v) \leq \mathcal{I} u-\mathcal{I} v \leq \mathcal{M}_{\mathfrak{L}}^{+}(u-v) . \tag{3.1.4}
\end{equation*}
$$

We say that $\mathcal{I}$ is elliptic with respect to the class $\mathfrak{L}$ when (3.1.4) holds, for any $u, v \in C_{b}^{2}\left(\mathbb{R}^{n}\right)$.

Notice that $\mathcal{M}_{\mathfrak{L}}^{+}$and $\mathcal{M}_{\mathfrak{L}}^{-}$are themselves fully nonlinear operators, and that they are elliptic with respect to $\mathfrak{L}$ (by Lemma 3.1.2).

Remark 3.1.3. When $\mathfrak{L}$ is the class of second order uniformly elliptic operators with ellipticity constants $\lambda$ and $\Lambda$, the previous operators are called Pucci operators, [33, 102]:

$$
\pm \mathcal{M}_{\Lambda, \lambda}^{ \pm}\left(D^{2} u\right)=\sup _{\lambda \mathrm{Id} \leq A \leq \Lambda \mathrm{Id}}\left( \pm \operatorname{tr}\left(A D^{2} u\right)\right) .
$$

Remark 3.1.4. It is interesting to notice that, when $\mathfrak{L}$ is the class of Lévytype operators (2.1.13), any operator $\mathcal{I}$ satisfying (3.1.4) (or more generally, (2.1.12) must be of the form (3.1.2), with $c_{a b}$ constant; see [129, 130. See [129, 130] for more general results for operators with $x$ dependence.

Remark 3.1.5. In (3.1.3), we take $-\mathcal{L}$ instead of $\mathcal{L}$ because traditionally this is the sign taken in the context of non-divergence-form equations. Notice that the linear operators $\mathcal{L}$ have the same sign as $-\Delta$, while the fully nonlinear operators $\mathcal{I}$ have the same sign as $\Delta$.

Remark 3.1.6. In 3.1.2), or in Definitions 3.1.7 and 3.1.9 below, we could have chosen the class of operators $\mathcal{I}$ to be translation invariant (that is, with $c_{a b}$ constants), since we are already taking the linear operators $\mathcal{L}_{a b}$ to be independent of $x$. However, as we will see, allowing the lower-order terms $c_{a b}$ to depend on $x$ is convenient when studying the interior regularity of solutions to $\mathcal{I} u=0$ (even in the case where $\mathcal{I}$ is translation invariant).
3.1.2. The class of operators. In this chapter, we focus our attention on the class of linear operators $\mathcal{L}$ with kernels comparable to the one of fractional Laplacian (see (2.1.20)-2.1.21) in subsection 2.1.6).

Namely, we consider operators of the form

$$
\begin{align*}
\mathcal{L} u(x) & =\text { P.V. } \int_{\mathbb{R}^{n}}(u(x)-u(x+y)) K(y) d y  \tag{3.1.5}\\
& =\frac{1}{2} \int_{\mathbb{R}^{n}}(2 u(x)-u(x+y)-u(x-y)) K(y) d y,
\end{align*}
$$

with

$$
\begin{equation*}
K(y)=K(-y) \quad \text { in } \quad \mathbb{R}^{n}, \tag{3.1.6}
\end{equation*}
$$

and

$$
\begin{equation*}
0<\frac{\lambda}{|y|^{n+2 s}} \leq K(y) \leq \frac{\Lambda}{|y|^{n+2 s}} \quad \text { in } \quad \mathbb{R}^{n} \tag{3.1.7}
\end{equation*}
$$

and we define the classes $\mathfrak{L}_{s}(\lambda, \Lambda)$ and $\mathfrak{L}_{s}(\lambda, \Lambda ; \mu)$ for $\mu>0$ as follows (cf. Definitions 2.1.18 and 2.1.22):
Definition 3.1.7. Let $s \in(0,1), 0<\lambda \leq \Lambda$, and $\mu>0$ with $\mu \notin \mathbb{N}$. We define

$$
\left.\mathfrak{L}_{s}(\lambda, \Lambda):=\{\mathcal{L}: 3.1 .5-3.1 .6)-3.1 .7 \text { holds }\right\},
$$

and

$$
\mathfrak{L}_{s}(\lambda, \Lambda ; \mu):=\left\{\mathcal{L} \in \mathfrak{L}_{s}(\lambda, \Lambda):[\mathcal{L}]_{C^{\mu}}<\infty\right\}
$$

where we have denoted, for $\mathcal{L} \in \mathfrak{L}_{s}(\lambda, \Lambda)$ with kernel $K$,

$$
[\mathcal{L}]_{C^{\mu}}:=\sup _{\rho>0} \rho^{n+2 s+\mu}[K]_{C^{\mu}\left(B_{\rho}^{c}\right)} .
$$

We also denote $\mathfrak{L}_{s}(\lambda, \Lambda ; 0):=\mathfrak{L}_{s}(\lambda, \Lambda)$.
Remark 3.1.8. Arguing as in 2.2.1 or (2.2.4) one can see that the norm $[\mathcal{L}]_{C^{\mu}}$ is equivalent to considering instead semi-norms in $B_{2 \rho} \backslash B_{\rho}$ :

$$
[\mathcal{L}]_{C^{\mu}} \asymp \sup _{\rho>0} \rho^{n+2 s+\mu}[K]_{C^{\mu}\left(B_{2 \rho} \backslash B_{\rho}\right)} .
$$

Notice that the class $\mathfrak{L}_{s}(\lambda, \Lambda)$ is scale invariant. That is, for any $\mathcal{L} \in$ $\mathfrak{L}_{s}(\lambda, \Lambda)$ there is $\mathcal{L}_{r} \in \mathfrak{L}_{s}(\lambda, \Lambda)$ such that

$$
\begin{equation*}
\left(\mathcal{L}_{r} u(r \cdot)\right)(x)=r^{2 s}(\mathcal{L} u)(r x) \tag{3.1.8}
\end{equation*}
$$

for every $u$ such that $\mathcal{L} u(r x)$ is well-defined. More precisely, if $\mathcal{L}$ has kernel $K$, then the kernel $K_{r}$ of $\mathcal{L}_{r}$ is given by $K_{r}(y):=r^{n+2 s} K(r y)$.

We then define the classes of fully nonlinear integro-differential operators $\Im_{s}(\lambda, \Lambda)$ and $\mathfrak{I}_{s}(\lambda, \Lambda ; \mu)$ as follows, in which we consider operators of the form:

$$
\begin{equation*}
\mathcal{I}(u, x)=\inf _{b \in \mathcal{B}} \sup _{a \in \mathcal{A}}\left\{-\mathcal{L}_{a b} u(x)+c_{a b}(x)\right\} \quad \text { with } \quad \mathcal{L}_{a b} \in \mathfrak{L}_{s}(\lambda, \Lambda) . \tag{3.1.9}
\end{equation*}
$$

Definition 3.1.9. Let $s \in(0,1)$ and $0<\lambda \leq \Lambda$. We define

$$
\mathfrak{I}_{s}(\lambda, \Lambda):=\left\{\mathcal{I}: \begin{array}{l}
\mathcal{I} \text { is of the form (3.1.9), } \mathcal{I}(0, \cdot) \in L^{\infty}\left(\mathbb{R}^{n}\right), \\
\text { and }\left(c_{a b}(x)\right)_{a b} \text { are equicontinuous in } \mathbb{R}^{n}
\end{array}\right\}
$$

that is, there exists some $\sigma(\mathcal{I}):[0,+\infty) \rightarrow[0,+\infty)$ continuous, nondecreasing, with $\sigma(\mathcal{I})(0)=0$, such that $\left|c_{a b}(x)-c_{a b}(y)\right| \leq \sigma(\mathcal{I})(|x-y|)$ for all $x, y \in \mathbb{R}^{n}$, and $(a, b) \in \mathcal{A} \times \mathcal{B}$.

We also define, given $\mu>0$,

$$
\mathfrak{I}_{s}(\lambda, \Lambda ; \mu):=\left\{\mathcal{I} \in \mathfrak{I}_{s}(\lambda, \Lambda):[\mathcal{I}]_{C^{\mu}}<+\infty\right\} .
$$

where for $\mathcal{I} \in \mathfrak{I}_{s}(\lambda, \Lambda)$ we denote

$$
[\mathcal{I}]_{C^{\mu}}:=\sup _{(a, b) \in \mathcal{A} \times \mathcal{B}}\left[\mathcal{L}_{a b}\right]_{C^{\mu}} .
$$

In particular, in the expression (3.1.9) we have that $\mathcal{L}_{a b} \in \mathfrak{L}_{s}(\lambda, \Lambda ; \mu)$ for all $(a, b) \in \mathcal{A} \times \mathcal{B}$. When $\mu=0$, we denote furthermore $\mathfrak{I}_{s}(\lambda, \Lambda ; 0):=\mathfrak{I}_{s}(\lambda, \Lambda)$.

The extremal operators corresponding to the class $\mathfrak{L}_{s}(\lambda, \Lambda)$ have a relatively simple closed expression:

$$
\begin{align*}
\mathcal{M}_{\mathfrak{Z}_{s}(\lambda, \Lambda)}^{+} u(x)=\frac{1}{2} \int_{\mathbb{R}^{n}} & \left\{\Lambda(u(x+y)+u(x-y)-2 u(x))_{+}\right.  \tag{3.1.10}\\
& \left.-\lambda(u(x+y)+u(x-y)-2 u(x))_{-}\right\} \frac{d y}{|y|^{n+2 s}},
\end{align*}
$$

and

$$
\begin{align*}
\mathcal{M}_{\mathfrak{L}_{s}(\lambda, \Lambda)}^{-} u(x)=\frac{1}{2} \int_{\mathbb{R}^{n}} & \left\{\lambda(u(x+y)+u(x-y)-2 u(x))_{+}\right.  \tag{3.1.11}\\
& \left.-\Lambda(u(x+y)+u(x-y)-2 u(x))_{-}\right\} \frac{d y}{|y|^{n+2 s}} .
\end{align*}
$$

Throughout this chapter we will denote

$$
\begin{equation*}
\mathcal{M}^{+}:=\mathcal{M}_{\mathfrak{L}_{s}(\lambda, \Lambda)}^{+} \quad \text { and } \quad \mathcal{M}^{-}:=\mathcal{M}_{\mathfrak{D}_{s}(\lambda, \Lambda)}^{-} \tag{3.1.12}
\end{equation*}
$$

From the definitions, we immediately have the following properties:
(a) $\mathcal{M}^{ \pm}$are translation invariant, i.e.,

$$
\mathcal{M}^{ \pm}(a u(\cdot+b))(x)=a\left(\mathcal{M}^{ \pm} u\right)(x+b)
$$

for any $a \geq 0$ and $b \in \mathbb{R}^{n}$,
(b) $\mathcal{M}^{ \pm}$are rotation invariant, i.e., $\mathcal{M}^{ \pm}(u(O \cdot))(x)=\left(\mathcal{M}^{ \pm} u\right)(O x)$ for any orthogonal transformation $O \in \mathcal{O}(n)$,
(c) $\mathcal{M}^{ \pm}$are scale invariant of order $2 s$, i.e.,

$$
\mathcal{M}^{ \pm}(u(r \cdot))(x)=|r|^{2 s}\left(\mathcal{M}^{ \pm} u\right)(r x)
$$

for any $r \in \mathbb{R}$,
(d) $\mathcal{M}^{+}(-u)=-\mathcal{M}^{-} u$,
(e) $\mathcal{M}^{+}(u+v) \leq \mathcal{M}^{+} u+\mathcal{M}^{+} v$,
(f) $\mathcal{M}^{-}(u+v) \geq \mathcal{M}^{-} u+\mathcal{M}^{-} v$,
whenever these expressions are well-defined (in particular, also for viscosity solutions, see Section 3.2). Thus, the extremal operators are translation, rotation, and scale invariant.
3.1.3. Strong solutions. Let us start with some basic properties of the classes $\mathfrak{L}_{s}(\lambda, \Lambda)$ and $\mathfrak{I}_{s}(\lambda, \Lambda)$.

In the following lemma, we say that $u \in C_{r}^{2 s+\varepsilon}\left(x_{\circ}\right)$ for some $r, \varepsilon>0$ with $2 s+\varepsilon<2$ and $2 s+\varepsilon \neq 1$ if

$$
\begin{equation*}
[u]_{C_{r}^{2 s+\varepsilon}\left(x_{\circ}\right)}:=\sup _{h \in B_{r}} \frac{\left|u\left(x_{\circ}+h\right)+u\left(x_{\circ}-h\right)-2 u\left(x_{\circ}\right)\right|}{|h|^{2 s+\varepsilon}}<\infty . \tag{3.1.13}
\end{equation*}
$$

If $2 s+\varepsilon=2$, we say that $u \in C_{r}^{1,1}\left(x_{\circ}\right)$.
Lemma 3.1.10. Let $s \in(0,1)$, let $\varepsilon>0$ such that $2 s+\varepsilon \leq 2$, and let $\mathcal{L} \in \mathfrak{L}_{s}(\lambda, \Lambda)$. Then, for any $u \in C_{r}^{2 s+\varepsilon}(0) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ for some $r \in(0,1)$, we have that $\mathcal{L} u(0)$ is well-defined and

$$
|\mathcal{L} u(0)| \leq C \Lambda\left(r^{\varepsilon}[u]_{C_{r}^{2 s+\varepsilon}(0)}+r^{-2 s}|u(0)|+r^{-n-2 s}\|u\|_{L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)}\right)
$$

for some $C$ that depends only on $n$, $s$, and $\varepsilon$.
Moreover, for any $u \in C^{2 s+\varepsilon}\left(B_{1}\right) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$, we have $\mathcal{L} u \in C\left(B_{1}\right)$ with a modulus of continuity in $B_{1 / 2}$ that depends only on $u$, $n$, $s$, and $\Lambda$ (in particular, it is independent of $\mathcal{L})$.

Proof. The first part follows as in the proof of Lemmas 1.2 .3 or 2.2 .4 , by bounding:

$$
\begin{aligned}
|\mathcal{L} u(0)| & \leq \Lambda[u]_{C_{r}^{2 s+\varepsilon}(0)} \int_{B_{r}} \frac{d y}{|y|^{n-\varepsilon}}+2 \Lambda \int_{B_{r}^{c}} \frac{|u(0)|}{|y|^{n+2 s}} d y+2 \Lambda \int_{B_{r}^{c}} \frac{|u(y)|}{|y|^{n+2 s}} d y \\
& \leq C \Lambda\left(r^{\varepsilon}[u]_{C_{r}^{2 s+\varepsilon}(0)}+r^{-2 s}|u(0)|+r^{-n-2 s}\|u\|_{L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)}\right) .
\end{aligned}
$$

For the second part, we proceed as in the proof of Lemma 2.2 .6 by considering a cut-off function $\eta \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$ such that $\eta \geq 0, \eta \equiv 0$ in $\mathbb{R}^{n} \backslash B_{3 / 4}$ and $\eta \equiv 1$ in $B_{2 / 3}$, and

$$
u_{1}:=\eta u \quad \text { and } \quad u_{2}:=(1-\eta) u,
$$

so that $u=u_{1}+u_{2}$, with $u_{1}$ being compactly supported in $B_{3 / 4}$ and $u_{2}$ satisfying that $u_{2} \equiv 0$ in $B_{2 / 3}$.

Then, exactly as in Lemma 2.2.6 we have

$$
\begin{equation*}
\left\|\mathcal{L} u_{1}\right\|_{C^{\varepsilon}\left(B_{1 / 2}\right)} \leq C \tag{3.1.14}
\end{equation*}
$$

for some $C$ depending only on $n, s, u$, and $\Lambda$. On the other hand, proceeding similarly to Step 2 of the proof of Lemma 2.2.6, for $x_{1}, x_{2} \in B_{1 / 2}$ with $z_{0}:=x_{1}-x_{2}$ and $\left|z_{0}\right| \leq \frac{1}{32}$ we have

$$
\left|\mathcal{L} u_{2}\left(x_{1}\right)-\mathcal{L} u_{2}\left(x_{2}\right)\right|=\left|\int_{B_{3 / 5}^{c}}\left(u_{2}\left(z_{\circ}+y\right)-u_{2}(y)\right) K\left(y-x_{2}\right) d y\right|,
$$

where we are using that $u_{2}$ vanishes in $B_{2 / 3}$. Now, from the upper bound in (3.1.7) and since $\left|y-x_{2}\right| \geq c|y|$ in $B_{3 / 5}^{c}$ (because $x_{2} \in B_{1 / 2}$ ) we have

$$
\left|\mathcal{L} u_{2}\left(x_{1}\right)-\mathcal{L} u_{2}\left(x_{2}\right)\right| \leq C \int_{\mathbb{R}^{n}}\left|u_{2}\left(z_{\circ}+y\right)-u_{2}(y)\right| w(y) d y
$$

where we have denoted $w(y):=(1+|y|)^{-n-2 s}$. By the triangle inequality,

$$
\begin{aligned}
\left|\mathcal{L} u_{2}\left(x_{1}\right)-\mathcal{L} u_{2}\left(x_{2}\right)\right| \leq & C\left\|\left(w u_{2}\right)\left(z_{\circ}+\cdot\right)-w u_{2}\right\|_{L^{1}\left(\mathbb{R}^{n}\right)} \\
& +C \int_{\mathbb{R}^{n}}\left|w\left(z_{\circ}+y\right)-w(y)\right| u_{2}\left(z_{\circ}+y\right) d y
\end{aligned}
$$

for some $C$ depending only on $n, s, \Lambda$, and $u$. Observe that now both terms above go to zero as $\left|z_{0}\right| \downarrow 0$. Indeed, the first term is just the continuity of translations for $L^{1}$ functions (since $w u_{2} \in L^{1}\left(\mathbb{R}^{n}\right)$ ), while for the second term we notice that, since $w$ is globally Lipschitz, we have $\left|w\left(z_{\circ}+y\right)-w(y)\right| \leq$ $C \min \left\{\left|z_{\circ}\right|, w\left(z_{\circ}+y\right)\right\}$ and it also goes to zero as $\left|z_{\circ}\right| \downarrow 0$ by the dominated convergence theorem.

Hence, $\mathcal{L} u_{2}$ has a modulus of continuity that depends only on $n, s, \Lambda$, and $u$. Together with (3.1.14) this concludes the proof.

Remark 3.1.11. In fact, the previous proof says something even more general. That is, if $u \in L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ is such that

$$
u(x)+u(-x)-2 u(0) \leq C_{u}|x|^{2 s+\varepsilon} \quad \text { in } \quad B_{r},
$$

then we can evaluate $\mathcal{L} u(0)$ pointwise, with a one-sided bound

$$
\mathcal{L} u(0) \geq-C \Lambda\left(r^{\varepsilon} C_{u}+r^{-2 s}|u(0)|+r^{-n-2 s}\|u\|_{L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)}\right)>-\infty .
$$

Notice, however, that under this assumption it could be that $\mathcal{L} u(0)$ takes the value $+\infty$. Similarly, if $u(x)+u(-x)-2 u(0) \geq-C_{u}|x|^{2 s+\varepsilon}$ in $B_{r}$ instead, the value $\mathcal{L} u(0)$ is again well-defined, but it may be $-\infty$.

We also have a higher regularity result, as the one in Lemma 2.2.6
Lemma 3.1.12. Let $s \in(0,1)$, let $\mathcal{L} \in \mathfrak{L}_{s}(\lambda, \Lambda ; \alpha)$ for some $\alpha>0$ with $\alpha \notin \mathbb{N}$. Then, for any $u \in C^{2 s+\alpha}\left(B_{1}\right) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$, we have $\mathcal{L} u \in C_{\text {loc }}^{\alpha}\left(B_{1}\right)$ with

$$
\|\mathcal{L} u\|_{C^{\alpha}\left(B_{1 / 2}\right)} \leq C\left(\|u\|_{C^{2 s+\alpha}\left(B_{1}\right)}+\|u\|_{L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)}\right)
$$

for some $C$ depending only on $n$, $s, \Lambda ; \alpha$, and $[\mathcal{L}]_{C^{\alpha}}$.
Proof. The proof follows along the lines of Lemma 2.2.6. Using the notation therein, the only difference comes in the very last step, where we need to bound $\left\|\mathcal{L} u_{2}\right\|_{C^{\alpha}\left(B_{1 / 2}\right)}$ in equation 2.2 .10 . In this case, using that $[\mathcal{L}]_{C^{\alpha}}<$ $\infty$ (recall Definition 3.1.7), we can bound it by

$$
\left|D^{k} \mathcal{L} u_{2}\left(x_{1}\right)-D^{k} \mathcal{L} u_{2}\left(x_{2}\right)\right| \leq C[K]_{C^{\alpha}}\|u\|_{L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)}\left|x_{1}-x_{2}\right|^{\alpha-\lfloor\alpha\rfloor},
$$

and this is enough to conclude the proof.
As a consequence of the previous lemmas, we also obtain a similar result for fully nonlinear operators:

Corollary 3.1.13. Let $s \in(0,1)$, let $\varepsilon>0$ such that $2 s+\varepsilon \leq 2$, and let $\mathcal{I} \in \mathfrak{I}_{s}(\lambda, \Lambda)$. Then, for any $u \in C_{r}^{2 s+\varepsilon}(0) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ for some $r \in(0,1)$, we have that $\mathcal{I}(u, 0)$ is well-defined and

$$
|\mathcal{I}(u, 0)| \leq C \Lambda\left(r^{\varepsilon}[u]_{C_{r}^{2 s+\varepsilon}(0)}+r^{-2 s}|u(0)|+r^{-n-2 s}\|u\|_{L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)}\right)+|\mathcal{I}(0,0)|
$$

for some $C$ that depends only on $n$, $s$, and $\varepsilon$.
Moreover, if $u \in C^{2 s+\varepsilon}\left(B_{1}\right) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ we have

$$
\|\mathcal{I}(u, \cdot)\|_{L^{\infty}\left(B_{1 / 2}\right)} \leq C \Lambda\left(\|u\|_{C^{2 s+\varepsilon}\left(B_{1}\right)}+\|u\|_{L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)}\right)+\|\mathcal{I}(0, \cdot)\|_{L^{\infty}\left(B_{1 / 2}\right)}
$$

and $\mathcal{I} u \in C\left(B_{1}\right)$ with a modulus of continuity in $B_{1 / 2}$ that depends only on $u, n, s, \Lambda$, and $\sigma(\mathcal{I})$ (recall Definition 3.1.9).

Proof. It follows from Lemma 3.1.10, the definition of $\mathcal{I}$, and the fact that the infimum and supremum of equicontinuous functions has the same modulus of continuity.

Remark 3.1.14. As in Remark 3.1.11, it is still possible to have a welldefined value (including $\pm \infty$ ) for $\mathcal{I}(u, 0)$ with a one-sided pointwise condition for $u$ at 0 .

And the higher regularity:

Corollary 3.1.15. Let $s \in(0,1)$, let $\mathcal{I} \in \mathfrak{I}_{s}(\lambda, \Lambda ; \alpha)$ for some $\alpha \in(0,1)$ (see Definition 3.1.9) be of the form

$$
\mathcal{I}(u, x)=\inf _{b \in \mathcal{B}} \sup _{a \in \mathcal{A}}\left\{-\mathcal{L}_{a b} u(x)+c_{a b}(x)\right\}, \quad \mathcal{L}_{a b} \in \mathfrak{L}_{s}(\lambda, \Lambda ; \alpha),
$$

and satisfying

$$
\sup _{(a, b) \in \mathcal{A} \times \mathcal{B}}\left[c_{a b}\right]_{C^{\alpha}\left(\mathbb{R}^{n}\right)} \leq C_{0}
$$

Then, for any $u \in C^{2 s+\alpha}\left(B_{1}\right) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$, we have $\mathcal{I} u \in C_{\text {loc }}^{\alpha}\left(B_{1}\right)$ and
$\|\mathcal{I}(u, \cdot)\|_{C^{\alpha}\left(B_{1 / 2}\right)} \leq C\left(\|u\|_{C^{2 s+\alpha}\left(B_{1}\right)}+\|u\|_{L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)}\right)+\|\mathcal{I}(0, \cdot)\|_{L^{\infty}\left(B_{1 / 2}\right)}+C_{\circ}$, with $C$ depending only on $n, s, \Lambda, \alpha$, and $[\mathcal{I}]_{C^{\alpha}}$.

Proof. It follows from Lemma 3.1.12, Corollary 3.1.13, and again from the definition of $\mathcal{I}$ since the infimum and supremum of equicontinuous functions has the same modulus of continuity.

Remark 3.1.16. Here, and in Lemma 3.1.12 above, we also have the analogue of Remark 2.2 .8 in this context.

We also obtain that the ellipticity condition from Lemma 3.1 .2 holds as soon as $u$ and $v$ are $C^{2 s+\varepsilon}$ at a point:

Corollary 3.1.17. Let $s \in(0,1)$, let $\mathcal{I} \in \mathfrak{I}_{s}(\lambda, \Lambda)$, and let $\mathcal{M}^{ \pm}$be given by 3.1.12. Then, for any $u, v \in C_{r}^{2 s+\varepsilon}\left(x_{\circ}\right) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ for some $\varepsilon, r>0$, we have

$$
\mathcal{M}^{-}(u-v)\left(x_{\circ}\right) \leq \mathcal{I}\left(u, x_{\circ}\right)-\mathcal{I}\left(v, x_{\circ}\right) \leq \mathcal{M}^{+}(u-v)\left(x_{\circ}\right) .
$$

Proof. The proof follows as in Lemma 3.1.2, where now all the terms are well-defined thanks to Lemma 3.1.10 and Corollary 3.1.13.

### 3.2. Viscosity solutions

In this section we turn our attention to the existence and uniqueness of solutions. In the previous chapter, in subsection 2.2.5 we showed the existence of solutions to (linear) integro-differential elliptic equations in a variational way (i.e., by minimizing an energy functional), and in order to do that we introduced the notion of weak solution. In this chapter, however, the same method does not apply: in general, fully nonlinear equations do not have a variational formulation (in particular, they do not come from an energy functional). To construct solutions, therefore, we will need to rely on other methods, and in this case, it will be through a defining factor in elliptic problems: the comparison principle. We will use Perron's method to prove existence of solutions, and in order to do that we need a new generalized notion of solution: viscosity solutions.

Notice that if the new notion were too restrictive, then we might be able to prove a comparison principle (and uniqueness of solutions) but it might be difficult to prove existence. Otherwise, if we relaxed the notion of solution too much, we might be able to prove existence, but within such a general class that uniqueness might not be possible. Hence, one has to find the right balance. In this case, such a balance is found with the notion of viscosity solution in Definition 3.2.2 below, which allows the proofs of existence, uniqueness, and stability of solutions. Originally introduced by Crandall and Lions in 1983 in the study of first-order equations, [65, in 1988 Jensen showed that the concept is also well-posed for second order elliptic equations, [141, and since then it has become prevalent in the analysis of elliptic problems. In the context of integro-differential equations, the basic theory of viscosity solutions was developed by Caffarelli and Silvestre in [43.

This section is based partly on [43, 45, 207, 102]; see also [178] and [10, 11, 12].
3.2.1. Definition and basic properties. In the following, we recall the notion of semi-continuity:

Definition 3.2.1. A function $u$ is lower semi-continuous at a point $x_{\circ} \in \mathbb{R}^{n}$ if $u\left(x_{\circ}\right)>-\infty$ and

$$
\liminf _{x \rightarrow x_{\circ}} u(x) \geq u\left(x_{\circ}\right) .
$$

Similarly, it is upper semi-continuous at $x_{\circ} \in \mathbb{R}^{n}$ if $u\left(x_{\circ}\right)<\infty$ and

$$
\limsup _{x \rightarrow x_{\circ}} u(x) \leq u\left(x_{\circ}\right) .
$$

Of course, $u$ is continuous at $x_{\circ}$ if and only if it is both upper and lower semi-continuous.

Given any set $D \subset \mathbb{R}^{n}$, we say that $u$ is lower (resp. upper) semicontinuous in $D$, and we denote it $u \in \operatorname{LSC}(D)$ (resp. $u \in \operatorname{USC}(D)$ ) if for any $x_{\circ} \in D$,

$$
\liminf _{D \ni x \rightarrow x_{\circ}} u(x) \geq u\left(x_{\circ}\right)>-\infty, \quad\left(\text { resp. } \quad \limsup _{D \ni x \rightarrow x_{\circ}} u(x) \leq u\left(x_{\circ}\right)<\infty\right) .
$$

In particular, if $D$ is open, then this is equivalent to $u$ being lower (resp. upper) semi-continuous at every $x_{\circ} \in D$. Any lower (resp. upper) semicontinuous function defined on a compact set always attains its minimum (resp. maximum).

We can now give the definition of viscosity sub- or supersolution to an equation of the type

$$
\begin{equation*}
\mathcal{I}(u, x)=f(x) \tag{3.2.1}
\end{equation*}
$$

by evaluating the corresponding operator on smooth functions touching from above or below:

Definition 3.2.2 (Viscosity solutions). Let $s \in(0,1)$, let $\mathcal{I} \in \mathfrak{I}_{s}(\lambda, \Lambda)$, let $\Omega \subset \mathbb{R}^{n}$ be any open set, and let $f \in C(\Omega)$.

- We say that $u \in \operatorname{USC}(\Omega) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ is a viscosity subsolution to (3.2.1) in $\Omega$, and we denote

$$
\mathcal{I}(u, x) \geq f(x) \quad \text { in } \quad \Omega,
$$

if for any $x \in \Omega$ and any neighborhood of $x$ in $\Omega, N_{x} \subset \Omega$, and for any test function $\phi \in L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ such that $\phi \in C^{2}\left(N_{x}\right), \phi(x)=u(x)$, and $\phi \geq u$ in all of $\mathbb{R}^{n}$, we have $\mathcal{I}(\phi, x) \geq f(x)$.

- We say that $u \in \operatorname{LSC}(\Omega) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ is a viscosity supersolution to (3.2.1) in $\Omega$, and we denote

$$
\mathcal{I}(u, x) \leq f(x) \quad \text { in } \quad \Omega,
$$

if for any $x \in \Omega$ and any neighborhood of $x$ in $\Omega, N_{x} \subset \Omega$, and for any test function $\phi \in L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ such that $\phi \in C^{2}\left(N_{x}\right), \phi(x)=u(x)$, and $\phi \leq u$ in all of $\mathbb{R}^{n}$, we have $\mathcal{I}(\phi, x) \leq f(x)$.

- We say that $u \in C(\Omega) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ is a viscosity solution to (3.2.1) in $\Omega$, and we denote $\mathcal{I}(u, x)=f(x)$ in $\Omega$, if it is both a viscosity subsolution and supersolution.

Observe that the notion of viscosity solution only requires $u$ to be continuous in $\Omega$. In particular, there might be points $x \in \Omega$ at which there is no function $\phi \in C^{2}$ touching $u$ at $x_{\circ}$ (from above and/or below); this is allowed by the previous definition.

Remark 3.2.3. Notice that, if $u_{1}$ and $u_{2}$ are viscosity subsolutions in $\Omega$, say $\mathcal{I}\left(u_{i}, x\right) \geq f(x)$, then $\bar{u}=\max \left\{u_{1}, u_{2}\right\}$ is a viscosity subsolution in $\Omega$ as well, $\mathcal{I}(\bar{u}, x) \geq f(x)$. Indeed, given any function touching $\bar{u}$ from above, then it is touching either $u_{1}$ or $u_{2}$ from above at the same point. Similarly, if $v_{1}$ and $v_{2}$ are viscosity supersolutions in $\Omega$, then $\underline{v}:=\min \left\{v_{1}, v_{2}\right\}$ is a viscosity supersolution in $\Omega$ too.

Let us start by showing that viscosity solutions are equivalent to strong solutions when the functions are regular enough:
Lemma 3.2.4. Let $s \in(0,1)$, let $\mathcal{I} \in \mathfrak{I}_{s}(\lambda, \Lambda)$, and let $\Omega \subset \mathbb{R}^{n}$ be any open set. Let $u \in C_{\operatorname{loc}}^{2 s+\varepsilon}(\Omega) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ for some $\varepsilon>0$. Then, $u$ satisfies $\mathcal{I}(u, x)=f(x)$ in $\Omega$ for some $f \in C(\Omega)$ in the strong sense if and only if it satisfies it in the viscosity sense.

Proof. Let us first show that if $u$ is a strong solution, it is a viscosity solution. Observe that $\mathcal{I}(u, x)=f(x)$ is pointwise well-defined in the strong
sense and $f \in C(\Omega)$, by Corollary 3.1.13. Take $\phi$ to be a test function as in the definition of subsolution in Definition 3.2.2; $\phi \geq u$ in $\mathbb{R}^{n}, \phi \in C^{2}$ around $x$, and $\phi(x)=u(x)$. Then $w:=\phi-u \in C_{r}^{2 s+\varepsilon}(x)$ for some $r>0$ (recall (3.1.13)), and for any $\mathcal{L} \in \mathfrak{L}_{s}(\lambda, \Lambda)$ we can compute (using $w(x)=0$ )

$$
\mathcal{L} w(x)=-\int_{\mathbb{R}^{n}}(w(x+y)+w(x-y))|y|^{-n-2 s} d y \leq 0
$$

which is well-defined. In particular, by Lemma 3.1.10, for any $\mathcal{L} \in \mathfrak{L}_{s}(\lambda, \Lambda)$,

$$
\mathcal{L} \phi(x) \leq \mathcal{L} u(x)<+\infty,
$$

and therefore, $\mathcal{I}(\phi, x) \leq \mathcal{I}(u, x)=f(x)$. Since $\phi$ was arbitrary, $u$ is a viscosity subsolution. We can similarly check that $u$ is also a viscosity supersolution, and thus it is a viscosity solution to the equation $\mathcal{I}(u, x)=f(x)$ in $\Omega$.

Conversely, let us suppose that $u$ is a viscosity solution. Notice that, by Corollary 3.1.13, we already know that $\mathcal{I}(u, x)=\tilde{f}(x)$, for some $\tilde{f} \in C(\Omega)$. We want to show $\tilde{f}=f$.

Let now $x_{\circ} \in \Omega$ be arbitrary. After a translation, rescaling, and addition of a constant, we assume

$$
x_{\circ}=0, \quad B_{1} \subset \Omega, \quad u(0)=0 .
$$

Moreover, if $2 s+\varepsilon>1$ we can also subtract a hyperplane and assume furthermore $\nabla u(0)=0$. In all cases we have, since $u \in C^{2 s+\varepsilon}(\Omega)$,

$$
\begin{equation*}
|u(x)| \leq C|x|^{2 s+\varepsilon} \quad \text { in } \quad B_{1 / 2} . \tag{3.2.2}
\end{equation*}
$$

Let $\delta>0$, and let $c_{\delta} \geq 0$ the smallest value for which

$$
\frac{1}{\delta}|x|^{2}+c_{\delta} \geq u \quad \text { in } \quad B_{1 / 2}
$$

In particular, there exists some $x_{\delta} \in \overline{B_{1 / 2}}$ such that $\frac{1}{\delta}\left|x_{\delta}\right|^{2}+c_{\delta}=u\left(x_{\delta}\right)$. From (3.2.2)

$$
\frac{1}{\delta}\left|x_{\delta}\right|^{2}+c_{\delta} \leq C\left|x_{\delta}\right|^{2 s+\varepsilon} \quad \Rightarrow \quad\left|x_{\delta}\right|^{2-2 s-\varepsilon} \leq C \delta
$$

Let us denote $r_{\delta}:=C \delta^{\frac{1}{2-2 s-\varepsilon}}=\left|x_{\delta}\right|$, and let us consider the test function

$$
\phi_{\delta}(x)=\left\{\begin{array}{lll}
\frac{1}{\delta}|x|^{2}+c_{\delta} & \text { if } & |x|<2 r_{\delta}, \\
u(x) & \text { if } & |x| \geq 2 r_{\delta},
\end{array}\right.
$$

which satisfies $\phi_{\delta} \geq u$ in $\mathbb{R}^{n}, \phi_{\delta}\left(x_{\delta}\right)=u\left(x_{\delta}\right)$, and $\phi_{\delta}$ is smooth around 0 . Thus, on the one hand we know (since $u$ is a viscosity solution to $\mathcal{I}(u, x)=$ $f(x)$ ) that

$$
\mathcal{I}\left(\phi_{\delta}, x_{\delta}\right) \geq f\left(x_{\delta}\right)
$$

And on the other hand, thanks to Lemma 3.1.10 and Corollary 3.1.17, denoting $v_{\delta}:=\phi_{\delta}-u \geq 0$ and $\mathcal{M}^{+}$given by (3.1.12),

$$
\begin{aligned}
\mathcal{I}\left(\phi_{\delta}, x_{\delta}\right)-\mathcal{I}\left(u, x_{\delta}\right) & \leq \mathcal{M}^{+} v_{\delta}\left(x_{\delta}\right) \\
& \leq C\left(r_{\delta}^{\varepsilon}\left[v_{\delta}\right]_{C_{2 r_{\delta}}^{2 s+\varepsilon}\left(x_{\delta}\right)}+r_{\delta}^{-n-2 s}\left\|v_{\delta}\right\|_{L^{1}\left(B_{2 r_{\delta}}\right)}\right) .
\end{aligned}
$$

Observe that, from (3.2.2) and by definition of $\phi$,

$$
0 \leq v_{\delta}(x) \leq C\left(|x|^{2 s+\varepsilon}+\frac{1}{\delta}|x|^{2}\right) \chi_{|x| \leq 2 r_{\delta}} \leq C r_{\delta}^{2 s+\varepsilon}
$$

and in particular, $\left\|v_{\delta}\right\|_{L^{1}\left(B_{2 r_{\delta}}\right)} \leq r_{\delta}^{n+2 s+\varepsilon}$.
Moreover,

$$
\left[v_{\delta}\right]_{C_{2 r_{\delta}}^{2 s+\varepsilon}\left(x_{\delta}\right)} \leq[u]_{C_{2 r_{\delta}}^{2 s+\varepsilon}\left(x_{\delta}\right)}+\frac{1}{\delta}\left[|x|^{2}\right]_{C_{2 r_{\delta}}^{2 s+\varepsilon}\left(x_{\delta}\right)} .
$$

Now, we know that $[u]_{C_{2 r_{\delta}}^{2 s+\varepsilon}\left(x_{\delta}\right)}<\infty$ by assumption on $u$ and

$$
\left[|x|^{2}\right]_{C_{2 r_{\delta}}^{2 s+\varepsilon}\left(x_{\delta}\right)}=r_{\delta}^{2-2 s-\varepsilon}\left[|x|^{2}\right]_{C_{2}^{2 s+\varepsilon}\left(x_{\delta} / r_{\delta}\right)} \leq C r_{\delta}^{2-2 s-\varepsilon}
$$

Thus, using that $\delta=c r_{\delta}^{2-2 s-\varepsilon}$, we obtain

$$
\left[v_{\delta}\right]_{C_{2 r_{\delta}}^{2 s+\varepsilon / 2}\left(x_{\delta}\right)} \leq C .
$$

In all, we have

$$
\mathcal{I}\left(\phi_{\delta}, x_{\delta}\right)-\mathcal{I}\left(u, x_{\delta}\right) \leq C r_{\delta}^{\varepsilon},
$$

that is,

$$
f\left(x_{\delta}\right) \leq C r_{\delta}^{\varepsilon}+\tilde{f}\left(x_{\delta}\right)
$$

Since $f$ and $\tilde{f}$ are continuous, we can let $\delta \downarrow 0$ (so that $r_{\delta} \downarrow 0$ and $x_{\delta} \rightarrow x_{\circ}$ ) to deduce

$$
f\left(x_{\circ}\right) \leq \tilde{f}\left(x_{\circ}\right)
$$

Repeating the same procedure with test functions from below, we obtain $f\left(x_{\circ}\right) \geq \tilde{f}\left(x_{\circ}\right)$. Hence, $\mathcal{I}(u, x)=f(x)$ in the strong sense, as wanted.

Remark 3.2.5. The proof of the previous lemma actually shows that, in the definition of viscosity sub- and supersolution, Definition 3.2.2, we can equivalently consider functions $\phi$ that are $C^{2 s+\varepsilon}$ in a neighbourhood of $x$, instead of $C^{2}$.

As a consequence of Corollary 3.1.13 we also obtain the following result:
Lemma 3.2.6. Let $s \in(0,1)$, let $\mathcal{I} \in \mathfrak{I}_{s}(\lambda, \Lambda)$, and let $\Omega \subset \mathbb{R}^{n}$ open. Let $u \in \operatorname{LSC}(\Omega) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ such that $\mathcal{I}(u, x) \leq 0$ in $\Omega$ in the viscosity sense. If $x_{\circ} \in \Omega$ and $\phi \in C_{r}^{1,1}\left(x_{\circ}\right) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ for some $r>0$ is such that $\phi \leq u$ in $\mathbb{R}^{n}$ and $\phi\left(x_{\circ}\right)=u\left(x_{\circ}\right)$, then $\mathcal{I}\left(\phi, x_{\circ}\right) \leq 0$. Moreover, $\mathcal{I}\left(u, x_{\circ}\right) \leq 0$ pointwise.

Proof. Notice that $\mathcal{I}\left(\phi, x_{\circ}\right)$ is defined classically thanks to Corollary 3.1.13 Moreover, since $\phi$ is $C^{1,1}$ at $x_{\circ}$, there exists a quadratic polynomial $p$ such that $\phi \geq p$ in $B_{r}\left(x_{\circ}\right), \phi\left(x_{\circ}\right)=p\left(x_{\circ}\right)$, and $\nabla \phi\left(x_{\circ}\right)=\nabla p\left(x_{\circ}\right)$. In particular, for some $C>0$ we have

$$
\begin{equation*}
|\phi(x)-p(x)| \leq C\left|x-x_{\circ}\right|^{2} \quad \text { in } \quad B_{r}\left(x_{\circ}\right) . \tag{3.2.3}
\end{equation*}
$$

Let us define, for any $0<\rho<r$,

$$
\phi_{\rho}(x)=\left\{\begin{array}{lll}
p & \text { in } & B_{\rho}\left(x_{\circ}\right) \\
\phi & \text { in } & \mathbb{R}^{n} \backslash B_{\rho}\left(x_{\circ}\right) .
\end{array}\right.
$$

Then $\phi_{\rho}$ is an admissible test function, and therefore $\mathcal{I}\left(\phi_{\rho}, x_{\circ}\right) \leq 0$. On the other hand, by Corollary 3.1.17

$$
\mathcal{I}\left(\phi, x_{\circ}\right)-\mathcal{I}\left(\phi_{\rho}, x_{\circ}\right) \leq \mathcal{M}^{+}\left((\phi-p) \chi_{B_{\rho}}\right) .
$$

Finally, thanks to Corollary 3.1.13, since $[\phi-p]_{C_{\rho}^{1,1}\left(x_{\circ}\right)}<\infty$ and $\| \phi-$ $p \|_{L_{\omega_{s}}^{1}\left(B_{\rho}\right)} \leq \rho^{n+2}($ by 3.2 .3$)$ ), we get (recall (3.1.12 $)$

$$
\mathcal{M}^{+}\left((\phi-p) \chi_{B_{\rho}}\right) \leq C \rho^{2-2 s} \downarrow 0 \quad \text { as } \quad \rho \downarrow 0 .
$$

That is, passing to the limit, $\mathcal{I}\left(\phi, x_{\circ}\right) \leq 0$ as we wanted to see.
Finally, observe that since $\phi$ touches $u$ at $x \circ$ from below, we have
$u\left(x_{\circ}+x\right)+u\left(x_{\circ}-x\right)-2 u\left(x_{\circ}\right) \geq \phi\left(x_{\circ}+x\right)+\phi\left(x_{\circ}-x\right)-2 \phi\left(x_{\circ}\right) \geq-C_{\phi}|x|^{2 s+\varepsilon}$
in some $B_{r}$ for $r>0$, and therefore the value of $\mathcal{I}\left(u, x_{\circ}\right)$ is well-defined (though it could be $-\infty$ ), see Remarks 3.1.11 and 3.1.14 In particular, since $\mathcal{I}\left(\phi, x_{\circ}\right) \leq 0$, we have $\mathcal{I}\left(u, x_{\circ}\right) \leq 0$.

Remark 3.2.7. Notice that the previous result implies that, in the definition of viscosity sub- and supersolution, Definition 3.2 .2 , we can equivalently take functions $\phi$ that are pointwise $C^{1,1}$ at $x, \phi \in C_{r}^{1,1}(x)$ for some $r>0$. Even more generally, as in the proof of Lemma 3.2 .4 , we could equivalently take test functions that are pointwise $C^{2 s+\varepsilon}$ at $x$ (see Remark 3.2 .5 as well).
3.2.2. Stability. One of the most important properties of any notion of solution is their potential stability under appropriate limits. For example, in Proposition 2.2 .36 we saw that distributional solutions (to linear equations) are stable under $L^{1}$ limits. Here, we prove that viscosity solutions (to fully nonlinear equations) are stable under uniform limits and, more generally, that viscosity sub- and supersolution are stable under half-relaxed limits.

Definition 3.2.8 (Half-relaxed limits). Let $\Omega \subset \mathbb{R}^{n}$ open, and let $\left(u_{k}\right)_{k \in \mathbb{N}}$ be a sequence such that $\inf _{k} u_{k}(x)$ is locally bounded from below in $\Omega$. We
say that $u$ is the (lower) half-relaxed limit of $u_{k}$ in $\Omega$, and we denote it $u_{k} \not{ }_{*} u$ in $\Omega$, if

$$
\begin{equation*}
u(x)=\liminf _{k \rightarrow \infty} u_{k}(x):=\inf \left\{\liminf _{k \rightarrow \infty} u_{k}\left(x_{k}\right): x_{k} \rightarrow x\right\} \tag{3.2.4}
\end{equation*}
$$

for every $x \in \Omega$.
On the other hand, if $u_{k}$ is such that $\sup _{k} u_{k}(x)$ is locally bounded from above in $\Omega$, we say that $u$ is the (upper) half-relaxed limit of $u_{k}$, and we denote it $u_{k} \xrightarrow{*} u$ in $\Omega$, if

$$
u(x)=\limsup _{k \rightarrow \infty}^{*} u_{k}(x):=\sup \left\{\limsup _{k \rightarrow \infty} u_{k}\left(x_{k}\right): x_{k} \rightarrow x\right\}
$$

for every $x \in \Omega$.
By definition, the lower half-relaxed limit is always lower semi-continuous in $\Omega$, and the upper half-relaxed limit is always upper semi-continuous in $\Omega$. Notice, also, that if $u_{k} \xrightarrow{*} u$ in $\Omega$, then $-u_{k} \xrightarrow[*]{ }-u$ in $\Omega$. Finally, if a sequence of continuous functions converges locally uniformly, it converges in the half-relaxed way described above.

The notion of half-relaxed limits has the following two important properties:

Lemma 3.2.9. Let $\Omega \subset \mathbb{R}^{n}$ be open, $u_{k} \rightarrow u$ in $\Omega$, and let $K \subset \subset \Omega$ compact. Then, for every $\varepsilon>0$ there exists some $k_{\circ} \in \mathbb{N}$ such that

$$
u_{k} \geq \min _{K} u-\varepsilon \quad \text { for all } \quad k \geq k_{\circ}
$$

Proof. Since $u$ is lower semi-continuous, the minimum is achieved in $K$ compact. Now, arguing by contradiction, let us suppose that there are $k_{j} \in \mathbb{N}$ with $k_{j} \rightarrow \infty$ as $j \rightarrow \infty$, and $x_{j} \in K$ such that $u_{k_{j}}\left(x_{j}\right)<\min _{K} u-\varepsilon_{0}$ for some $\varepsilon_{\circ}$ fixed. Up to a subsequence, we have $x_{j} \rightarrow x_{*} \in K$, and hence

$$
\min _{K} u-\varepsilon_{\circ} \geq \liminf _{j \rightarrow \infty} u_{k_{j}}\left(x_{j}\right) \geq u\left(x_{*}\right)
$$

a contradiction.
We also have the following:
Lemma 3.2.10. Let $\Omega \subset \mathbb{R}^{n}$ be open, and let $u_{k} \rightarrow u$ in $\Omega$ for some $u_{k} \in \operatorname{LSC}(\Omega)$. If $u$ has a strict local minimum at $x_{\circ} \in \Omega$ (which is the minimum in $\overline{B_{r}\left(x_{\circ}\right)} \subset \Omega$ for some $r>0$ ) then there exists a sequence of indices $k_{j} \rightarrow \infty$ and points $x_{j} \rightarrow x_{\circ}$ as $j \rightarrow \infty$ such that $u_{k_{j}}\left(x_{j}\right) \rightarrow u\left(x_{\circ}\right)$ and $u_{k_{j}}$ has a local minimum at $x_{j}$ (which is the minimum in the same ball $\left.\overline{B_{r}\left(x_{\circ}\right)}\right)$.

Proof. Up to a translation and up to adding a constant, let us assume $x_{\circ}=$ 0 and $u(0)=0$ (notice that the local minimum of $u$ is finite, since it is lower semi-continuous and $u_{k}$ are uniformly bounded below). By assumption, there exists $r>0$ such that $u(x)>0$ for all $0<|x| \leq r$. In particular, for every $0<\rho<r$ there exists some $\varepsilon>0$ such that

$$
\min _{K_{\rho}} u \geq \varepsilon,
$$

where we have denoted $K_{\rho}:=\overline{B_{r} \backslash B_{\rho}}$. By Lemma 3.2.9 applied with $K_{\rho}$, for $k$ large enough we have

$$
u_{k} \geq \frac{\varepsilon}{2} \quad \text { in } \quad K_{\rho} .
$$

Now, by definition of half-relaxed limit, there exist sequences of indices $k_{j} \rightarrow \infty$ and of points $y_{j} \rightarrow 0$ as $j \rightarrow \infty$ such that $u_{k_{j}}\left(y_{j}\right) \rightarrow 0$. Let $x_{j} \in \overline{B_{r}}$ be the point where the minimum of $u_{k_{j}}$ in $\overline{B_{r}}$ is attained (which exists because $u_{k}$ is lower semi-continuous). In particular, $u_{k_{j}}\left(x_{j}\right) \leq u_{k_{j}}\left(y_{j}\right) \rightarrow 0$, that is, $u_{k_{j}}\left(x_{j}\right) \leq \varepsilon / 4$ for $j$ large enough. Since $u_{k_{j}} \geq \varepsilon / 2$ in $K_{\rho}$ (again, for $j$ large enough), this implies that $x_{j} \in B_{\rho}$. That is, $u_{k_{j}}$ attains its minimum in $\overline{B_{r}}$, inside $B_{\rho}$. By repeating this argument choosing smaller $\rho>0$, we can extract a subsequence $k_{m}:=k_{j_{m}}$ to get the desired result. Notice that $x_{j} \rightarrow 0$ and $u_{k_{j}}\left(x_{j}\right) \rightarrow 0$ since $u_{k} \not{ }_{*} u$. This completes the proof.

Notice that by taking $-u_{k}$ and $-u$ in the previous lemma we obtain the corresponding result for upper semi-continuous functions (involving maxima and local maxima)

On the other hand, we also need the notion of convergence of operators $\mathcal{I}(u, x)$ :

Definition 3.2.11 (Weak convergence of operators). Let $s \in(0,1)$. Let $\left(\mathcal{I}_{k}\right)_{k \in \mathbb{N}}$ be a sequence of operators with $\mathcal{I}_{k} \in \mathfrak{I}_{s}(\lambda, \Lambda)$ and let $\mathcal{I} \in \mathfrak{I}_{s}(\lambda, \Lambda)$. We say that $\mathcal{I}_{k}$ weakly converges to $\mathcal{I}$ in $\Omega$, and we denote it

$$
\mathcal{I}_{k} \rightharpoonup \mathcal{I} \quad \text { in } \Omega,
$$

if for every $x_{\circ} \in \Omega$ and every function $v \in L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ such that $v \in C^{2}\left(B_{r}\left(x_{\circ}\right)\right)$ with $B_{r}\left(x_{\circ}\right) \subset \Omega$, we have $\mathcal{I}_{k}(v, x) \rightarrow \mathcal{I}(v, x)$ uniformly in $B_{r / 2}\left(x_{\circ}\right)$.

In all, we now have the ingredients to establish the stability result:
Proposition 3.2.12 (Stability of viscosity supersolutions). Let $s \in(0,1)$. Let $\Omega \subset \mathbb{R}^{n}$, and let assume that for every $k \in \mathbb{N}$ we have
(i) $\mathcal{I}_{k}, \mathcal{I} \in \mathfrak{I}_{s}(\lambda, \Lambda)$, with $\mathcal{I}_{k} \rightharpoonup \mathcal{I}$ in $\Omega$ as $k \rightarrow \infty$,
(ii) $u_{k}, u \in \operatorname{LSC}(\Omega)$, with $u_{k}{ }_{{ }_{*}} u$ in $\Omega$ and $u_{k} \rightarrow u$ in $L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ as $k \rightarrow \infty$,
(iii) $f_{k}, f \in C(\Omega)$, with $f_{k} \rightarrow f$ locally uniformly in $\Omega$ as $k \rightarrow \infty$,
(iv) $\mathcal{I}_{k}\left(u_{k}, x\right) \leq f_{k}(x)$ in $\Omega$ in the viscosity sense.

Then, $\mathcal{I}(u, x) \leq f(x)$ in $\Omega$ in the viscosity sense.
Proof. Let us fix $x_{\circ} \in \Omega$, and let $\phi$ be any function touching $u$ from below at $x_{\circ}$ such that $\phi \leq u$ in $\mathbb{R}^{n}$ and $\phi$ is $C^{2}$ in a neighborhood $B_{r}\left(x_{\circ}\right) \subset \Omega$ of $x_{\circ}$, with $r>0$. In the following, we may assume without loss of generality that $\phi=u$ in $\mathbb{R}^{n} \backslash \overline{B_{r}\left(x_{\circ}\right)}$. We want to show that $\mathcal{I}\left(\phi, x_{\circ}\right) \leq f\left(x_{\circ}\right)$. Notice, first, that we can also assume that $u-\phi$ has a strict local minimum at $x_{0}$ : otherwise take $\phi_{\varepsilon}=\phi-\varepsilon\left|x-x_{\circ}\right|^{2}$ in $B_{r}\left(x_{\circ}\right)$ instead (and $\phi_{\varepsilon}=\phi$ in $B_{r}^{c}\left(x_{\circ}\right)$ ). Then $u-\phi_{\varepsilon}$ has a strict local minimum at $x_{0}$, and if we showed the result for $\phi_{\varepsilon}$ we would have $\mathcal{I}\left(\phi_{\varepsilon}, x_{\circ}\right) \leq f\left(x_{\circ}\right)$ for any $\varepsilon>0$. We can then use Lemma 3.1.2 or Corollary 3.1.17 (since $\phi$ and $\phi_{\varepsilon}$ are $C^{2}$ around $x_{\circ}$ ):

$$
\mathcal{I}\left(\phi, x_{\circ}\right) \leq \mathcal{I}\left(\phi_{\varepsilon}, x_{\circ}\right)+\varepsilon \mathcal{M}^{+}\left(\left|\cdot-x_{\circ}\right|^{2} \chi_{B_{r}\left(x_{\circ}\right)}\right)\left(x_{\circ}\right) \leq f\left(x_{\circ}\right)+C \varepsilon
$$

where $\mathcal{M}^{+}$is given by 3.1 .12 , and we have bounded the last term for some $C$ independent of $\varepsilon$ by Lemma 3.1.10. Letting $\varepsilon \downarrow 0$ we would have $\mathcal{I}\left(\phi, x_{\circ}\right) \leq f\left(x_{\circ}\right)$ as well. Hence, we can assume that $u-\phi$ has a strict local minimum at $x_{0}$.

Let $\phi_{k}$ be a sequence of test functions defined for each $u_{k}$ in the following way

$$
\phi_{k}:=\left\{\begin{array}{lll}
u_{k} & \text { in } & \mathbb{R}^{n} \backslash \overline{B_{r}\left(x_{\circ}\right)} \\
\phi+c_{k} & \text { in } & \overline{B_{r}\left(x_{\circ}\right)}
\end{array}\right.
$$

where

$$
c_{k}:=\max \left\{c \in \mathbb{R}: \phi+c \leq u_{k} \quad \text { in } \overline{B_{r}\left(x_{\circ}\right)}\right\}
$$

We observe that, since $u_{k} \rightarrow u$ in $\Omega$, up to a subsequence we have $c_{k} \rightarrow 0$ and there exists $x_{k} \rightarrow x_{\circ}$ such that $\phi_{k}$ touches $u_{k}$ at $x_{k}$ from below. Indeed, since the minimum of $u-\phi$ in $\overline{B_{r}\left(x_{\circ}\right)}$ is 0 (attained at $x_{\circ}$ strictly) and $u_{k}-\phi{ }_{*} u-\phi$, by Lemma 3.2.10 we have that for some $x_{k} \rightarrow x_{\circ}$,

$$
u_{k}-\phi \geq u_{k}\left(x_{k}\right)-\phi\left(x_{k}\right)=: c_{k} \rightarrow 0 \quad \text { in } \overline{B_{r}\left(x_{\circ}\right)}
$$

Hence, $\phi_{k}$ is a test function for $u_{k}$ and since $u_{k}$ is a supersolution, we have $\mathcal{I}_{k}\left(\phi_{k}, x_{k}\right) \leq f_{k}\left(x_{k}\right)$, which is defined classically. We would now like to pass this inequality to the limit. In order to do it, let us compute first, for any $x \in B_{r / 4}\left(x_{\circ}\right)$ and $\mathcal{L} \in \mathfrak{L}_{s}(\lambda, \Lambda)$,

$$
\begin{aligned}
\left|\mathcal{L}\left(\phi-\phi_{k}\right)(x)\right| & \leq \int_{\mathbb{R}^{n} \backslash B_{r / 2}}\left|\phi_{k}(x+y)-\phi(x+y)\right| K(y) d y+C_{r}\left|\phi_{k}(x)-\phi(x)\right| \\
& \leq \Lambda \int_{\mathbb{R}^{n} \backslash B_{r / 2}(x)}\left|\phi_{k}(z)-\phi(z)\right||z-x|^{-n-2 s} d y+C_{r}\left|c_{k}\right| \\
& \leq C_{r}\left(\left\|u_{k}-u\right\|_{\left.L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)+\left|c_{k}\right|\right)}\right.
\end{aligned}
$$

for some constant $C$ that depends on $n, s, \Lambda$, and $r$. Hence, since both $\phi_{k}$ and $\phi$ are $C^{2}$ in $B_{r / 2}\left(x_{\circ}\right)$, by ellipticity (Corollary 3.1.17) we have

$$
\begin{aligned}
\left\|\mathcal{I}_{k}\left(\phi_{k}, \cdot\right)-\mathcal{I}_{k}(\phi, \cdot)\right\|_{L^{\infty}\left(B_{r / 4}\left(x_{\circ}\right)\right)} & \leq \| \sup _{\mathcal{L} \in \mathfrak{L}_{s}(\lambda, \Lambda)}\left|\mathcal{L}\left(\phi-\phi_{k}\right)\right| \\
& \leq \|_{r}\left(\left\|u_{k}-u\right\|_{L_{\omega_{s}}\left(\mathbb{R}^{n}\right)}+\left|c_{k}\right|\right) \downarrow 0,
\end{aligned}
$$

as $k \rightarrow \infty$, by assumption. On the other hand, we also know that, from the weak convergence of $\mathcal{I}_{k}$ towards $\mathcal{I}$,

$$
\left\|\mathcal{I}_{k}(\phi, \cdot)-\mathcal{I}(\phi, \cdot)\right\|_{L^{\infty}\left(B_{r / 4}\left(x_{\circ}\right)\right)} \downarrow 0 \quad \text { as } \quad k \rightarrow \infty .
$$

In all, by the triangle inequality we obtain that $\mathcal{I}_{k}\left(\phi_{k}, x\right) \rightarrow \mathcal{I}(\phi, x)$ uniformly in $B_{r / 4}\left(x_{\circ}\right)$. In particular, since each $\mathcal{I}_{k}\left(\phi_{k}, x\right)$ is continuous, the limit $\mathcal{I}(\phi, x)$ is continuous as well and again by the triangle inequality

$$
\left|\mathcal{I}_{k}\left(\phi_{k}, x_{k}\right)-\mathcal{I}\left(\phi, x_{\circ}\right)\right| \leq\left|\mathcal{I}_{k}\left(\phi_{k}, x_{k}\right)-\mathcal{I}\left(\phi, x_{k}\right)\right|+\left|\mathcal{I}\left(\phi, x_{k}\right)-\mathcal{I}\left(\phi, x_{\circ}\right)\right| \downarrow 0
$$

as $k \rightarrow \infty$. Hence, since $\mathcal{I}_{k}\left(\phi_{k}, x_{k}\right) \leq f_{k}\left(x_{k}\right)$, and $f_{k}$ are continuous functions converging uniformly to $f$, we get $\mathcal{I}\left(\phi, x_{\circ}\right) \leq f\left(x_{\circ}\right)$ and the result is proved.

Remark 3.2.13 (Stability of viscosity subsolutions). By considering $-u_{k}$ and $-u$ in Proposition 3.2.12 we obtain the stability of viscosity subsolutions, where now $\left(u_{k}\right)_{k \in \mathbb{N}}$ and $u \in \operatorname{USC}(\Omega)$ are such that $u_{k} \xrightarrow{*} u$ in $\Omega$.
3.2.3. The comparison principle. Using the stability of viscosity solutions, we are now ready to prove the comparison principle:

Theorem 3.2.14 (Comparison principle). Let $s \in(0,1)$, let $\mathcal{I} \in \Im_{s}(\lambda, \Lambda)$, and let $\Omega \subset \mathbb{R}^{n}$ be any bounded open set. Let $u \in \operatorname{LSC}(\bar{\Omega}) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ and $v \in \operatorname{USC}(\bar{\Omega}) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ be such that $u \geq v$ in $\mathbb{R}^{n} \backslash \Omega$ and

$$
\mathcal{I}(u, x) \leq f(x) \quad \text { and } \quad \mathcal{I}(v, x) \geq f(x) \quad \text { in } \quad \Omega
$$

in the viscosity sense, for some $f \in C(\Omega)$. Then $u \geq v$ in $\mathbb{R}^{n}$.
In order to prove it, we first show that the ellipticity conditions from Lemma 3.1.2 (or Corollary 3.1.17) also hold true in the viscosity sense:
Proposition 3.2.15. Let $s \in(0,1)$, let $\Omega \subset \mathbb{R}^{n}$ be any open set, and let $\mathcal{I} \in \Im_{s}(\lambda, \Lambda)$. Let $u \in \operatorname{LSC}(\Omega) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ and $v \in \operatorname{USC}(\Omega) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$, and let $f, g \in C(\Omega)$. Assume that

$$
\mathcal{I}(u, x) \leq f(x) \quad \text { and } \quad \mathcal{I}(v, x) \geq g(x) \quad \text { in } \quad \Omega
$$

in the viscosity sense. Then, we have

$$
\mathcal{M}^{-}(u-v) \leq f-g \quad \text { in } \quad \Omega
$$

in the viscosity sense, where $\mathcal{M}^{-}$is given by (3.1.12).

The previous result follows by a now classical idea of Jensen, [141, of regularizing a semi-continuous function through its sup- or inf-convolution. In the following, given an open set $\Omega$, we fix some $D \subset \subset \Omega$, with $D$ open and bounded.

Now, given $\varepsilon>0$ and $u \in \operatorname{LSC}(\Omega)$, we define the inf-convolution $u_{\varepsilon}$ in $\bar{D}$ as

$$
\begin{equation*}
u_{\varepsilon}(x):=\inf _{\bar{D}}\left(u(z)+\frac{|x-z|^{2}}{\varepsilon}\right), \quad \text { for any } \quad x \in \bar{D}, \tag{3.2.5}
\end{equation*}
$$

and $u_{\varepsilon}=u$ in $\mathbb{R}^{n} \backslash D$. If $v \in \operatorname{USC}(\Omega)$, we define the sup-convolution $v^{\varepsilon}$ in $\bar{D}$ as

$$
v^{\varepsilon}(x):=\sup _{\bar{D}}\left(v(z)-\frac{|x-z|^{2}}{\varepsilon}\right) \quad \text { for any } \quad x \in \bar{D},
$$

and $v^{\varepsilon}=v$ in $\mathbb{R}^{n} \backslash D$. Notice that, immediately by definition, $u_{\varepsilon}$ and $v^{\varepsilon}$ are Lipschitz in $\bar{D}$ (being the supremum and infimum of Lipschitz functions) and $u_{\varepsilon} \leq u$ and $v^{\varepsilon} \geq v$. Notice, also, that $u_{\varepsilon}=-(-u)^{\varepsilon}$.

Finally, we also have that $u_{\varepsilon}$ is semiconcave, in the sense that $u_{\varepsilon}-C_{\varepsilon}|x|^{2}$ is concave for some constant $C_{\varepsilon}$.

We then have the following:
Lemma 3.2.16. Let $D$ and $\Omega$ be open, with $D \subset \subset \Omega$. Let $u \in \operatorname{LSC}(\Omega)$, and let $u_{\varepsilon}$ be defined as above. Then $u_{\varepsilon} \uparrow u$ pointwise in $\mathbb{R}^{n}, u_{\varepsilon}$ is semiconcave in $\bar{D}$, and $u_{\varepsilon}{ }_{*} u$ in $D$ as $\varepsilon \downarrow 0$.

Proof. We know that $u_{\varepsilon}=u$ in $\mathbb{R}^{n} \backslash D$, and $u_{\varepsilon^{\prime}}(x) \leq u_{\varepsilon}(x) \leq u(x)$ in $\mathbb{R}^{n}$, for $\varepsilon \leq \varepsilon^{\prime}$. Let now $x_{\circ} \in D$ be fixed. If $u\left(x_{\circ}\right)=+\infty$, then $\liminf _{x \rightarrow x_{\circ}} u(x)=\infty$ and $\liminf _{\varepsilon \downarrow 0} u_{\varepsilon}\left(x_{\varepsilon}\right)=\infty$ for any $x_{\varepsilon} \rightarrow x_{\circ}$ as $\varepsilon \downarrow 0$, and $u_{\varepsilon} \not{ }_{*} u$ at $x_{\circ}$ (in the sense (3.2.4) from Definition 3.2.8). We assume therefore $u\left(x_{\circ}\right)<+\infty$.

Since $u \in \operatorname{LSC}(\Omega)$ and $\bar{D} \subset \Omega$, by definition of $u_{\varepsilon}(x)$ for any $x \in D$ there exists $z_{\varepsilon}(x) \in \bar{D}$ such that

$$
u_{\varepsilon}(x)=u\left(z_{\varepsilon}(x)\right)+\frac{\left|x-z_{\varepsilon}(x)\right|^{2}}{\varepsilon}
$$

(lower semi-continuous functions always achieve their minimum in a compact set). In particular, since $u\left(x_{\circ}\right)<+\infty$ and $u$ is bounded below in $\bar{D}$, we obtain $x_{\varepsilon} \rightarrow x_{\circ}$ as $\varepsilon \downarrow 0$, where we have denoted $x_{\varepsilon}:=z_{\varepsilon}\left(x_{\circ}\right)$. Moreover, we also have

$$
u\left(x_{\varepsilon}\right)-u\left(x_{\circ}\right) \leq u_{\varepsilon}\left(x_{\circ}\right)-u\left(x_{\circ}\right) \leq 0
$$

and taking the liminf in $\varepsilon \downarrow 0$ (again by lower semi-continuity of $u$ ),

$$
0=\liminf _{\varepsilon \downarrow 0} u\left(x_{\varepsilon}\right)-u\left(x_{\circ}\right) \leq \liminf _{\varepsilon \downarrow 0} u_{\varepsilon}\left(x_{\circ}\right)-u\left(x_{\circ}\right) \leq 0 .
$$

Hence, since $u_{\varepsilon}\left(x_{\circ}\right) \leq u\left(x_{\circ}\right)$, we get $\lim _{\varepsilon \downarrow 0} u_{\varepsilon}\left(x_{\circ}\right)=u\left(x_{\circ}\right)$ and $u_{\varepsilon} \uparrow u$ pointwise in $\mathbb{R}^{n}$.

Let us now show $u_{\varepsilon} \overrightarrow{{ }_{*}} u$ in $D$. Let $x_{k} \rightarrow x_{\circ}$ and $\varepsilon_{k} \downarrow 0$ be fixed sequences. If $\liminf _{k} u_{\varepsilon_{k}}\left(x_{k}\right)=+\infty$ we are done. Assume $\liminf _{k} u_{\varepsilon_{k}}\left(x_{k}\right)<$ $+\infty$. Then, since

$$
u\left(x_{k}\right) \geq u_{\varepsilon_{k}}\left(x_{k}\right)=u\left(z_{\varepsilon_{k}}\left(x_{k}\right)\right)+\frac{\left|x_{k}-z_{\varepsilon_{k}}\left(x_{k}\right)\right|^{2}}{\varepsilon_{k}}
$$

we have

$$
\liminf _{k \rightarrow \infty}\left|x_{k}-z_{\varepsilon_{k}}\left(x_{k}\right)\right|^{2} \leq \liminf _{k \rightarrow \infty} \varepsilon_{k}\left(u\left(x_{k}\right)-u\left(z_{\varepsilon_{k}}\left(x_{k}\right)\right)=0,\right.
$$

where we have used that $\liminf _{k} u_{\varepsilon_{k}}\left(x_{k}\right)<+\infty$ and that $u$ is bounded below in $\bar{D}$. Thus, there is a subsequence of $z_{\varepsilon_{k}}\left(x_{k}\right)$ converging to $x_{\circ}$, and since $u$ is lower semi-continuous we get

$$
\liminf _{k \rightarrow \infty} u\left(x_{k}\right) \geq \liminf _{k \rightarrow \infty} u_{\varepsilon_{k}}\left(x_{k}\right) \geq \liminf _{k \rightarrow \infty} u\left(z_{\varepsilon_{k}}\left(x_{k}\right)\right) \geq u\left(x_{\circ}\right) .
$$

Combined with the fact that $u_{\varepsilon}\left(x_{\circ}\right) \uparrow u\left(x_{\circ}\right)$, we get that $u_{\varepsilon}{ }_{\nless} u$ at $x_{\circ} \in D$ (in the sense (3.2.4). Since $D$ is arbitrary, $u_{\varepsilon} \not{ }_{\neq} u$ in $D$.

Finally, let again $x_{\circ} \in \bar{D}$ be fixed and let $x_{\varepsilon}=z_{\varepsilon}\left(x_{\circ}\right) \in \bar{D}$. Then,

$$
u_{\varepsilon}(x) \leq u\left(x_{\varepsilon}\right)+\frac{\left|x-x_{\varepsilon}\right|^{2}}{\varepsilon} \quad \text { for any } \quad x \in \bar{D},
$$

with equality at $x=x_{\circ}$. That is, there is a paraboloid of opening $\frac{2}{\varepsilon}$ touching $u_{\varepsilon}$ from above at $x=x_{\circ}$. Since $x_{\circ}$ is arbitrary, we get that $u_{\varepsilon}$ can be touched from above at any point in $\bar{D}$ by a paraboloid of opening $\frac{2}{\varepsilon}$; that is, $u_{\varepsilon}$ is semiconcave. Alternatively,

$$
u_{\varepsilon}(x)-\frac{|x|^{2}}{\varepsilon} \leq u\left(x_{\varepsilon}\right)+\frac{\left|x-x_{\varepsilon}\right|^{2}-|x|^{2}}{\varepsilon}=u\left(x_{\varepsilon}\right)+\frac{\left|x_{\varepsilon}\right|^{2}-2 x \cdot x_{\varepsilon}}{\varepsilon}
$$

with equality at $x=x_{\circ}$, and so $u_{\varepsilon}(x)-\frac{|x|^{2}}{\varepsilon}$ is below a tangent line, and hence it is concave.

Thanks to the result above, we have the following proposition, saying that not only $u_{\varepsilon}$ is a good lower semi-continuous approximation of $u$, it is also a good approximation as a supersolution:

Proposition 3.2.17. Let $s \in(0,1)$, let $\Omega \subset \mathbb{R}^{n}$ be any open set, and $\bar{D} \subset \Omega$. Let $\mathcal{I} \in \mathfrak{I}_{s}(\lambda, \Lambda)$, let $u \in \operatorname{LSC}(\Omega) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right) \cap L^{\infty}(D)$, and let $u_{\varepsilon}$ be defined by (3.2.5). Let us suppose that $\mathcal{I}(u, x) \leq 0$ in $D$ in the viscosity sense.

Then, for every $D^{\prime} \subset \subset D$ and every $\varepsilon>0$ small enough there exists $\delta_{\varepsilon}$ such that $\mathcal{I}\left(u_{\varepsilon}, x\right) \leq \delta_{\varepsilon}$ in the viscosity sense in $D^{\prime}$, with $\delta_{\varepsilon} \downarrow 0$ as $\varepsilon \downarrow 0$.

Proof. We use the same notation as in Lemma 3.2.16, and we fix some $x_{\circ} \in D^{\prime}$ and denote $x_{\varepsilon}=z_{\varepsilon}\left(x_{\circ}\right) \in \bar{D}$. That is,

$$
u\left(x_{\circ}\right) \geq u_{\varepsilon}\left(x_{\circ}\right)=u\left(x_{\varepsilon}\right)+\frac{1}{\varepsilon}\left|x_{\circ}-x_{\varepsilon}\right|^{2} \quad \Rightarrow \quad\left|x_{\circ}-x_{\varepsilon}\right|^{2} \leq \varepsilon \frac{\operatorname{osc}}{\bar{D}} u,
$$

where $\operatorname{osc}_{\bar{D}} u<\infty$ since $u \in L^{\infty}(D)$. That is, $x_{\varepsilon} \rightarrow x_{\circ}$ as $\varepsilon \downarrow 0$, at a rate independent of $x_{0}$.

Let now $\phi$ be any test function touching $u_{\varepsilon}$ from below at $x_{\circ}$, i.e., $\phi \leq u$ and $\phi\left(x_{\circ}\right)=u_{\varepsilon}\left(x_{\circ}\right)$. We want to show that $\mathcal{I}\left(\phi, x_{\circ}\right) \leq \delta_{\varepsilon}$.

We have, for any $x \in D^{\prime}$,

$$
\phi\left(x+x_{\circ}-x_{\varepsilon}\right) \leq u_{\varepsilon}\left(x+x_{\circ}-x_{\varepsilon}\right) \leq u(x)+\frac{1}{\varepsilon}\left|x_{\circ}-x_{\varepsilon}\right|^{2},
$$

where we assume $\varepsilon$ is small enough such that $x+x_{\circ}-x_{\varepsilon} \in D$. Observe that the previous inequalities are all equalities at $x=x_{\varepsilon}$, and therefore, the function

$$
\phi\left(x+x_{\circ}-x_{\varepsilon}\right)-\frac{1}{\varepsilon}\left|x_{\circ}-x_{\varepsilon}\right|^{2}
$$

is a test function for $u$ touching from below at $x_{\varepsilon}$. In particular,

$$
\mathcal{I}\left(\phi\left(\cdot+x_{\circ}-x_{\varepsilon}\right), x_{\varepsilon}\right)=\inf _{b \in \mathcal{B}} \sup _{a \in \mathcal{A}}\left\{\left(\mathcal{L}_{a b} \phi\right)\left(x_{\circ}\right)+c_{a b}\left(x_{\varepsilon}\right)\right\} \leq 0 .
$$

Hence, using that $c_{a b}\left(x_{\varepsilon}\right)-c_{a b}\left(x_{\circ}\right) \geq-\omega\left(\left|x_{\varepsilon}-x_{\circ}\right|\right)$ for all $(a, b) \in \mathcal{A} \times \mathcal{B}$ for some modulus of continuity $\omega$ independent of $(a, b)$, we get

$$
\mathcal{I}\left(\phi, x_{\circ}\right) \leq \omega\left(\left|x_{\varepsilon}-x_{\circ}\right|\right) \leq \omega\left(\left(\varepsilon \frac{\operatorname{osc} u)^{1 / 2}}{\bar{D}}\right)=: \delta_{\varepsilon},\right.
$$

as we wanted to see.
Remark 3.2.18. By changing the sign of $u$, the statements of Lemma 3.2.16 and Proposition 3.2 .17 have their analogues for the sup-convolution $u^{\varepsilon}$. Namely, we have that $u^{\varepsilon} \downarrow u$ pointwise in $\mathbb{R}^{n}, u^{\varepsilon}$ is semiconvex in $\bar{D}$, and $u^{\varepsilon} \xrightarrow{*} u$ in $D$ as $\varepsilon \downarrow 0$. Moreover, if $\mathcal{I}(u, x) \geq 0$ in $D$, then $\mathcal{I}\left(u^{\varepsilon}, x\right) \geq-\delta_{\varepsilon}$ in $D^{\prime}$, with $\delta_{\varepsilon} \downarrow 0$ as $\varepsilon \downarrow 0$.

We can now show Proposition 3.2.15.
Proof of Proposition 3.2.15. Let us fix any $D^{\prime} \subset \subset D \subset \subset \Omega$, and let us show $\mathcal{M}^{-}(u-v) \leq f-g$ in $D^{\prime}$. Since $D^{\prime}$ is arbitrary, this will imply $\mathcal{M}^{-}(u-v) \leq f-g$ in $\Omega$. We divide the proof into two steps:
Step 1: We assume first that $u, v \in L_{\text {loc }}^{\infty}(\Omega)$. By Proposition 3.2.17 (see also Remark 3.2.18 we have ${ }^{3} \mathcal{I}\left(u_{\varepsilon}, x\right) \leq f+\delta_{\varepsilon}$ and $\mathcal{I}\left(u^{\varepsilon}, x\right) \geq g-\delta_{\varepsilon}$ in $D^{\prime}$ for some $\delta_{\varepsilon} \downarrow 0$ as $\varepsilon \downarrow 0$. Let $\phi$ be a test function touching $u_{\varepsilon}-v^{\varepsilon}$ from below at some point $x_{\circ} \in D^{\prime}$. Then, since $u_{\varepsilon}$ and $-v^{\varepsilon}$ are semiconcave (by

[^20]Lemma 3.2 .16 and Remark 3.2.18), and $u_{\varepsilon}-v^{\varepsilon}$ can be touched from below by a paraboloid at $x_{\circ}$, this implies that both $u_{\varepsilon}$ and $v^{\varepsilon}$ are $C^{1,1}$ at $x_{\circ}$, that is, $u_{\varepsilon}, v^{\varepsilon} \in C_{r}^{1,1}\left(x_{\circ}\right)$ for some $r>0$. By Corollary 3.1.17.

$$
\mathcal{M}^{-}\left(u_{\varepsilon}-v^{\varepsilon}\right)\left(x_{\circ}\right) \leq \mathcal{I}\left(u_{\varepsilon}, x_{\circ}\right)-\mathcal{I}\left(v^{\varepsilon}, x_{\circ}\right) \leq f-g+2 \delta_{\varepsilon} .
$$

(We also used here Lemma 3.2 .6 to take $u_{\varepsilon}$ and $v^{\varepsilon}$ as admissible test functions at $x_{\circ}$, see also Remark 3.2.7). Since $\phi \leq u_{\varepsilon}-v^{\varepsilon}$, this implies $\mathcal{M}^{-} \phi\left(x_{\circ}\right) \leq$ $f-g+2 \delta_{\varepsilon}$ and thus $\mathcal{M}^{-}\left(u_{\varepsilon}-v^{\varepsilon}\right)\left(x_{\circ}\right) \leq f-g+2 \delta_{\varepsilon}$ in $D^{\prime}$ in the viscosity sense.

We use the stability property from Proposition 3.2 .12 (and Remark 3.2.13) together with Lemma 3.2.16 and Proposition 3.2.17 to deduce that

$$
\mathcal{M}^{-}(u-v) \leq f-g \quad \text { in } \quad D^{\prime}
$$

in the viscosity sense. Since $D^{\prime}$ was arbitrary, we get the desired result whenever $u, v \in L_{\text {loc }}^{\infty}(\Omega)$.
Step 2: Let us now prove the proposition for any $u \in \operatorname{LSC}(\Omega) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ and $v \in \operatorname{USC}(\Omega) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$. For this, let $D \subset \subset \Omega$, and let us fix any $\eta \in C^{\infty}\left(\mathbb{R}^{n}\right) \cap L^{\infty}\left(\mathbb{R}^{n}\right)$ such that $\mathcal{M}^{-} \eta \geq 1$ in $D^{4}$. Then, we have that

$$
\left\{\begin{array}{rlll}
\mathcal{I}(-C \eta, x) & \leq \mathcal{I}(0, x)-C & \text { in } & D, \\
\mathcal{I}(C \eta, x) & \geq \mathcal{I}(0, x)+C & \text { in } & D .
\end{array}\right.
$$

We take $C=\|\mathcal{I}(0, x)\|_{L^{\infty}(\Omega)}+\|f\|_{L^{\infty}(D)}$, so that $\mathcal{I}(-C \eta, x) \leq-\|f\|_{L^{\infty}(D)}$ and $\mathcal{I}(C \eta, x) \geq\|f\|_{L^{\infty}(D)}$ in $D$. Then, by definition of viscosity sub- and supersolution (see Remark 3.2.3), we have that if we denote $u_{\ell}:=\min \{u, \ell-$ $C \eta\}$ and $v^{\ell}:=\max \{v,-\ell+C \eta\}$ for any $\ell>0$,

$$
\mathcal{I}\left(u_{\ell}, x\right) \leq f \quad \text { and } \quad \mathcal{I}\left(v^{\ell}, x\right) \geq g \quad \text { in } \quad D .
$$

Moreover, now $u_{\ell}$ and $v^{\ell}$ are bounded, so that by Step 1 we deduce

$$
\mathcal{M}^{-}\left(u_{\ell}-v^{\ell}\right) \leq f-g \quad \text { in } \quad D .
$$

Finally, we let $\ell \rightarrow \infty$, so that we can apply the stability in Proposition3.2.12 and deduce

$$
\mathcal{M}^{-}(u-v) \leq f-g \quad \text { in } \quad D .
$$

Since $D$ was arbitrary, we now get the desired result.
The following lemma is the minimum principle, and says that supersolutions in a domain attain their minimum in the exterior of such domain. In order to have it, we need to impose that the upper semi-continuity holds up to the boundary.

[^21]Lemma 3.2.19. Let $s \in(0,1)$, and let $\Omega \subset \mathbb{R}^{n}$ be any bounded open set. Let $\mathcal{M}^{-}$be given by (3.1.12), and let $u \in \operatorname{LSC}(\bar{\Omega}) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ be such that

$$
\left\{\begin{aligned}
\mathcal{M}^{-} u \leq 0 & \text { in } \Omega \\
u \geq 0 & \text { in } \mathbb{R}^{n} \backslash \Omega
\end{aligned}\right.
$$

in the viscosity sense. Then, $u \geq 0$ in $\mathbb{R}^{n}$.
Proof. Let us suppose that the conclusion is not true, and the function $u$ attains its negative minimum at some $x_{\circ} \in \bar{\Omega}$. Notice, first, that by assumption $x_{\circ} \in \Omega$, since $u \geq 0$ on $\partial \Omega$. Then, we immediately have that the function

$$
\varphi(x):=u\left(x_{\circ}\right) \chi_{\Omega}(x)
$$

is an admissible test function from below for $u$, so that by the viscosity definition we should have $\mathcal{M}^{-} \varphi\left(x_{\circ}\right) \leq 0$. However, since $\Omega$ is bounded, we can directly compute $\mathcal{M}^{-} \varphi\left(x_{\circ}\right)>0$ ( $x_{\circ}$ is a global minimum), a contradiction.

Remark 3.2.20. Notice that the condition that we need on $u$ (which is implied by the hypotheses) is that for any $x_{\circ} \in \Omega$,

$$
\liminf _{\Omega \ni x \rightarrow x_{0}} u \geq 0
$$

Finally, we can show the comparison principle for viscosity solutions:
Proof of Theorem 3.2.14. By Proposition 3.2 .15 we have $\mathcal{M}^{-}(u-v) \leq 0$ in $\Omega$, and by assumption $u-v \geq 0$ in $\mathbb{R}^{n} \backslash \Omega$. Hence, by Lemma 3.2.19 we deduce

$$
u-v \geq 0 \quad \text { in } \quad \mathbb{R}^{n}
$$

which is the desired result.
Notice that as a consequence of the comparison principle we have the uniqueness of viscosity solutions:

Corollary 3.2.21 (Uniqueness of continuous viscosity solutions). Let $s \in$ $(0,1)$, let $\mathcal{I} \in \Im_{s}(\lambda, \Lambda)$, and let $\Omega \subset \mathbb{R}^{n}$ be any bounded open set. Let $u_{1}, u_{2} \in C(\bar{\Omega}) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ be such that $u_{1}=u_{2}$ in $\mathbb{R}^{n} \backslash \Omega$ and

$$
\mathcal{I}\left(u_{i}, x\right)=f(x) \quad \text { in } \quad \Omega, \quad \text { for } \quad i=1,2,
$$

for some $f \in C(\Omega)$, in the viscosity sense. Then $u=v$ in $\mathbb{R}^{n}$.
Proof. We apply the comparison principle, Theorem 3.2 .14 , to obtain both $u \geq v$ and $u \leq v$ in $\mathbb{R}^{n}$.

Finally, as in subsection 2.3.4, the comparison principle also yields the $L^{\infty}$ bound for solutions with bounded exterior data:

Corollary 3.2.22. Let $s \in(0,1)$ and $\mathcal{M}^{ \pm}$be given by (3.1.12). Let $\Omega \subset \mathbb{R}^{n}$ be any bounded open set, and $g \in L^{\infty}\left(\mathbb{R}^{n} \backslash \Omega\right)$.

Let $u \in C(\bar{\Omega}) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ be a viscosity solution of

$$
\left\{\begin{align*}
\mathcal{M}^{+} u & \geq-C_{\circ} & & \text { in } \Omega,  \tag{3.2.6}\\
\mathcal{M}^{-} u & \leq C_{\circ} & & \text { in } \Omega, \\
u & =g & & \text { in } \mathbb{R}^{n} \backslash \Omega .
\end{align*}\right.
$$

Then,

$$
\|u\|_{L^{\infty}(\Omega)} \leq\|g\|_{L^{\infty}\left(\mathbb{R}^{n} \backslash \Omega\right)}+C C_{\circ},
$$

for some constant $C$ depending only on $n, s, \lambda, \Lambda$, and $\operatorname{diam}(\Omega)$.
Proof. The proof follows as that in Lemma 2.3.9. Let $w \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$ be the barrier from Lemma 2.3.10. Then, $v:=\|g\|_{L^{\infty}\left(\mathbb{R}^{n} \backslash \Omega\right)}+C_{\circ} w$ satisfies

$$
\left\{\begin{aligned}
\mathcal{M}^{+} v & \leq-C_{\circ} & \text { in } \Omega \\
v \geq\|g\|_{L^{\infty}\left(\mathbb{R}^{n} \backslash \Omega\right)} & & \text { in } \mathbb{R}^{n} \backslash \Omega \\
v \leq\|g\|_{L^{\infty}\left(\mathbb{R}^{n} \backslash \Omega\right)}+C C_{\circ} & & \text { in } \Omega
\end{aligned}\right.
$$

for some constant $C>0$ depending only on $n, s, \lambda, \Lambda$, and $\operatorname{diam}(\Omega)$. We have $\mathcal{M}^{+} u \geq \mathcal{M}^{+} v$ in $\Omega$ and $v \geq u$ in $\mathbb{R}^{n} \backslash \Omega$. By the comparison principle, Theorem 3.2.14 (applied with operator $\mathcal{I}(u, x):=\mathcal{M}^{+} u(x)+C_{\circ}$ ) we deduce $v \geq u$ in $\mathbb{R}^{n}$. That is,

$$
u \leq\|g\|_{L^{\infty}\left(\mathbb{R}^{n} \backslash \Omega\right)}+C C_{\circ} \text { in } \Omega .
$$

By taking $-u$ instead of $u$, we prove the other inequality to obtain the desired result.

In fact, in order to get an $L^{\infty}$ bound in $\Omega$, it is enough to impose that $g$ is bounded near $\Omega$; see Corollary 3.2.26 below.
3.2.4. Comparison principle without boundary continuity. In the comparison principle above, Theorem 3.2 .14 , we had to impose for the functions $u$ and $v$ to be lower (resp. uppper) semi-continuous up to the boundary of $\bar{\Omega}$. For (local) elliptic PDEs, this is a necessary assumption, since otherwise we could have discontinuous solutions like $u(x)=1$ in $\Omega$ with $u(x)=0$ on $\partial \Omega$. Interestingly, it turns out that for nonlocal equations, this assumption is often not necessary, and that we can prove the comparison principle even for solutions that are discontinuous on $\partial \Omega$. For this, we need some extra assumptions on the domain $\Omega$. More precisely, we will consider domains $\Omega \subset \mathbb{R}^{n}$ satisfying:
(3.2.7) for all $r>0$ and $z \in \partial \Omega$ there is a ball $B_{\kappa r}\left(x_{r, z}\right) \subset \Omega^{c} \cap B_{r}(z)$, for some $\kappa>0$. Notice that any bounded Lipschitz domain satisfies (3.2.7), but the assumption is actually much more general, and includes quite rough domains. (This is often called the exterior corkscrew condition [142].)


Figure 3.2.1. The barrier $\varphi_{M, \varepsilon}$ slidden from below blows-up on the boundary of $\Omega$.

In this context, we have the comparison principle for bounded solutions:
Theorem 3.2.23 (Comparison principle without boundary continuity). Let $s \in(0,1)$, let $\mathcal{I} \in \Im_{s}(\lambda, \Lambda)$, and let $\Omega \subset \mathbb{R}^{n}$ be any bounded open set satisfying 3.2.7 for some $\kappa>0$. Let $u \in \operatorname{LSC}(\Omega) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ with $\inf _{x \in \Omega} u>-\infty$ and $v \in \operatorname{USC}(\Omega) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ with $\sup _{x \in \Omega} v<\infty$ be such that $u \geq v$ in $\mathbb{R}^{n} \backslash \Omega$ and

$$
\mathcal{I}(u, x) \leq f(x) \quad \text { and } \quad \mathcal{I}(v, x) \geq f(x) \quad \text { for } \quad x \in \Omega
$$

in the viscosity sense, for some $f \in C(\Omega)$. Then $u \geq v$ in $\mathbb{R}^{n}$.
Notice that neither $u$ and $v$ nor $f$ are assumed to be (semi-) continuous up to the boundary. In order to prove this result, it is enough to show that the minimum principle holds in this context:

Lemma 3.2.24. Let $s \in(0,1)$, and let $\Omega \subset \mathbb{R}^{n}$ be any bounded open set satisfying (3.2.7) for some $\kappa>0$. Let $\mathcal{M}^{-}$be given by (3.1.12), and let $u \in \operatorname{LSC}(\Omega) \cap L_{\omega_{s}}\left(\mathbb{R}^{n}\right)$ with $\inf _{x \in \Omega} u>-\infty$ be such that

$$
\left\{\begin{aligned}
\mathcal{M}^{-} u & \leq 0 \\
u & \text { in } \Omega \\
u & \text { in } \mathbb{R}^{n} \backslash \Omega
\end{aligned}\right.
$$

in the viscosity sense. Then, $u \geq 0$ in $\mathbb{R}^{n}$.

Proof. The proof follows by sliding an appropriate (singular) barrier from below. We take

$$
\varphi(x):=\mathfrak{d}_{\Omega}^{-\varepsilon_{0} / 2}(x) \chi_{\Omega}(x)
$$

given by Lemma B.3.4 which satisfies

$$
\mathcal{M}^{+} \varphi \leq-c_{*}<0 \quad \text { in } \quad \Omega .
$$

If we now define, for $M>0, \varphi_{M}:=-M \varphi$, then it satisfies $\mathcal{M}^{-} \varphi_{M} \geq M c_{*}>$ 0 in $\Omega$. We use $\varphi_{M}$ as a barrier from below. Let us denote $M_{*}$ as

$$
M_{*}:=\inf \left\{M>0: \varphi_{M} \leq u \quad \text { in } \quad \mathbb{R}^{n}\right\} .
$$

(See Figure 3.2.1.) Observe first that $M_{*}$ is well-defined, since the infimum is taken on a nonempty set: $u \geq 0=\varphi_{M}$ in $\mathbb{R}^{n} \backslash \Omega$ for every $M \geq 0$; and since $\varphi \geq c_{\circ}>0$ in $\Omega$ for some $c_{\circ}$, and $\inf _{x \in \Omega} u>-\infty$ by assumption, we have that if $M$ is large enough then $u \geq \varphi_{M}$ in $\Omega$.

Let us suppose now that $M_{*}>0$. Since $u \in \operatorname{LSC}(\Omega)$ is bounded below, we have that the minimum of $u-\varphi_{M_{*}}$ (which is zero) is attained at some $x_{*} \in \Omega$ (observe that $\varphi$ blows-up on $\partial \Omega$ ). Hence, $\varphi_{M_{*}}$ is an admissible test function for $u$, and from the viscosity condition we have $\mathcal{M}^{-} \varphi_{M_{*}}\left(x_{*}\right) \leq 0$, which contradicts $\mathcal{M}^{-} \varphi_{M_{*}}>0$ in $\Omega$. Thus $M_{*}=0$ and we get $u \geq 0$ in $\mathbb{R}^{n}$, as wanted.

As a consequence, we immediately get:
Proof of Theorem 3.2.23. By Proposition 3.2 .15 we have $\mathcal{M}^{-}(u-v) \leq 0$ in $\Omega$, and by assumption $u-v \geq 0$ in $\mathbb{R}^{n} \backslash \Omega$. Hence, by Lemma 3.2.24 we deduce $u-v \geq 0$ in $\mathbb{R}^{n}$, which is the desired result.

We also get the following two corollaries; the first one on the uniqueness of (bounded) solutions:

Corollary 3.2.25 (Uniqueness of bounded viscosity solutions). Let $s \in$ $(0,1)$, let $\mathcal{I} \in \mathfrak{I}_{s}(\lambda, \Lambda)$, and let $\Omega \subset \mathbb{R}^{n}$ be any bounded open set satisfying 3.2.7 for some $\kappa>0$. Let $u_{1}, u_{2} \in C(\Omega) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right) \cap L^{\infty}(\Omega)$ be such that $u_{1}=u_{2}$ in $\mathbb{R}^{n} \backslash \Omega$ and

$$
\mathcal{I}\left(u_{i}, x\right)=f(x) \quad \text { in } \quad \Omega, \quad \text { for } \quad i=1,2,
$$

for some $f \in C(\Omega)$, in the viscosity sense. Then $u=v$ in $\mathbb{R}^{n}$.
Proof. We apply the comparison principle, Theorem 3.2.23, to obtain both $u \geq v$ and $u \leq v$ in $\mathbb{R}^{n}$.

And the second one, which is a corollary on the $L^{\infty}$ bound with bounded exterior datum (near the boundary):

Corollary 3.2.26. Let $s \in(0,1)$ and $\mathcal{M}^{ \pm}$be given by (3.1.12). Let $\Omega \subset \mathbb{R}^{n}$ be any bounded open set satisfying (3.2.7) for some $\kappa>0$, and let $g \in$ $L_{\omega_{s}}^{1}\left(\mathbb{R}^{n} \backslash \Omega\right)$ be such that

$$
|g(x)| \leq C_{g} \quad \text { in } \quad\left\{x \in \mathbb{R}^{n} \backslash \Omega: \operatorname{dist}(x, \Omega) \leq \rho\right\},
$$

holds for some $C_{g} \geq 0$ and $\rho>0$.

Let $u \in C(\Omega) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right) \cap L^{\infty}(\Omega)$ be a viscosity solution of 3.2.6. Then,

$$
\|u\|_{L^{\infty}(\Omega)} \leq C\left(\|g\|_{L_{\omega_{s}}^{1}\left(\mathbb{R}^{n} \backslash \Omega\right)}+C_{\circ}\right)+C_{g}
$$

for some constant $C$ depending only on $n, s, \lambda, \Lambda, \rho$, and $\operatorname{diam}(\Omega)$.
Proof. Let us denote $\Omega_{\rho}:=\left\{x \in \mathbb{R}^{n}: \operatorname{dist}(x, \Omega) \leq \rho / 2\right\}$. Let $\mathcal{L} \in \mathfrak{L}_{s}(\lambda, \Lambda)$, and notice that for any $x \in \Omega$

$$
\mathcal{L} \chi_{\Omega_{\rho}}(x)=\int_{\mathbb{R}^{n} \backslash\left(\Omega_{\rho}-x\right)} K(y) d y,
$$

and thus, if we assume $\Omega \subset B_{R}$ for some $R \leq 2 \operatorname{diam}(\Omega)$ (after a translation) we have

$$
\mathcal{M}^{+} \chi_{\Omega_{\rho}} \leq-\lambda \int_{B_{2 R}^{c}}|y|^{-n-2 s} d y=-C_{1} \quad \text { in } \quad \Omega,
$$

for some $C_{1}$ that depends only on $n, s, \lambda$, and $\operatorname{diam}(\Omega)$.
On the other hand, thanks to Lemma 3.1.10 we know that $\mathcal{M}^{+}\left(g \chi_{\Omega_{\rho}^{c}}\right) \leq$ $C_{2}\|g\|_{L_{\omega_{s}}\left(\mathbb{R}^{n}\right)}$ in $\Omega$, for some $C_{2}$ depending only on $n, s, \Lambda$, and $\rho$. Thus, if we consider the function $v:=g \chi_{\Omega_{\rho}^{c}}+C_{*} \chi_{\Omega_{\rho}}$ we have by the previous inequalities

$$
\mathcal{M}^{+} v \leq C_{2}\|g\|_{L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)}-C_{*} C_{1} \leq-C_{\circ}
$$

where we have chosen $C_{*} \geq C_{1}^{-1}\left(C_{\circ}+C_{2}\|g\|_{L_{\omega_{s}}^{1}\left(\mathbb{R}^{n} \backslash \Omega\right)}\right)$. If we furthermore impose $C_{*} \geq C_{g}$ we can apply the comparison principle, Theorem 3.2.23, to $v$ and $u$ and deduce

$$
u \leq v \leq C_{*} \quad \text { in } \quad \Omega .
$$

By replacing the role of $u$ by $-u$, we obtain the desired result.
3.2.5. Existence of viscosity solutions. Having proved the comparison principle for viscosity solutions, we now have the tools required to establish their existence.

In the following, we say that $g \in L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ is bounded near $\partial \Omega$ with respect to $\mathbb{R}^{n} \backslash \Omega$ if there exists $\rho>0$ and $C_{g}>0$ such that

$$
\begin{equation*}
|g| \leq C_{g} \quad \text { in } \quad\left\{x \in \mathbb{R}^{n} \backslash \Omega: 0<\operatorname{dist}(x, \Omega)<\rho\right\} \tag{3.2.8}
\end{equation*}
$$

We say that $g \in L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ is continuous on $\partial \Omega$ with respect to $\mathbb{R}^{n} \backslash \Omega$ if there exists a modulus of continuity $\sigma:[0, \infty] \rightarrow[0, \infty]$ such that

$$
\begin{equation*}
|g(x)-g(y)| \leq \sigma(|x-y|) \quad \text { for all } \quad x \in \partial \Omega, y \in \mathbb{R}^{n} \backslash \Omega . \tag{3.2.9}
\end{equation*}
$$

Notice that if $g$ is continuous on $\partial \Omega$, then it is bounded near $\partial \Omega$.
The theorem we want to prove is the following:

Theorem 3.2.27 (Existence of viscosity solutions). Let $s \in(0,1)$, and let $\Omega$ be any bounded open set satisfying
(3.2.10) for all $r>0$ and $z \in \partial \Omega$ there is a ball $B_{\kappa r}\left(x_{r, z}\right) \subset \Omega^{c} \cap B_{r}(z)$, for some $\kappa>0$. Let $\mathcal{I} \in \Im_{s}(\lambda, \Lambda)$, and let $g \in L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ be bounded near $\partial \Omega$ with respect to $\mathbb{R}^{n} \backslash \Omega$, in the sense of (3.2.8). Then, there exists a unique viscosity solution $u \in C(\Omega) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right) \cap L^{\infty}(\Omega)$ of

$$
\left\{\begin{array}{rlll}
\mathcal{I}(u, x) & =0 & & \text { in } \Omega \\
u & =g & \text { in } \mathbb{R}^{n} \backslash \Omega .
\end{array}\right.
$$

Moreover, if $g$ is continuous on $\partial \Omega$ with respect to $\mathbb{R}^{n} \backslash \Omega$, in the sense of (3.2.9), then $u \in C(\bar{\Omega})$ as well.

Notice that the assumption on the domain is very mild. It includes any bounded Lipschitz domain $\Omega \subset \mathbb{R}^{n}$, but also much rougher domains, and even sets whose boundary has Hausdorff dimension strictly greater than $n-1$, like Koch's snowflake. It is quite surprising (and new) to obtain such a general existence and uniqueness result for fully nonlinear equations.

The proof of the previous result follows by Perron's method, since we already have the comparison principle in Theorem 3.2.14. We will show it first for globally bounded functions, and then we use it to obtain the result for an exterior datum in $L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$.

We start with the following lemma, that says that the infimum of a family of supersolutions is a supersolution as well:

Lemma 3.2.28. Let $s \in(0,1)$, let $\mathcal{I} \in \Im_{s}(\lambda, \Lambda)$, and let $D \subset \mathbb{R}^{n}$. Let $\left(u_{a}\right)_{a \in \mathcal{A}}$ be a family of supersolutions, $u_{a} \in \operatorname{LSC}(D) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ uniformly bounded from below in $D$, such that

$$
\mathcal{I}\left(u_{a}, x\right) \leq 0 \quad \text { in } \quad \grave{D}, \quad \text { for all } \quad a \in \mathcal{A}
$$

in the viscosity sense. Let

$$
u(x):=\inf _{a \in \mathcal{A}} u_{a}(x),
$$

and let us consider its lower semi-continuous envelope in $D$,

$$
u_{*}(x):=\inf \left\{\liminf _{k \rightarrow \infty} u\left(x_{k}\right): D \ni x_{k} \rightarrow x\right\},
$$

with $u_{*}=u$ in $\mathbb{R}^{n} \backslash D$. Then $u_{*} \in \operatorname{LSC}(D) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ is a viscosity supersolution, $\mathcal{I}\left(u_{*}, x\right) \leq 0$ in $D$.

Proof. By definition we have $u_{*} \in \operatorname{LSC}(D)$. Let any $x_{\circ} \in D$, and let $\phi$ be any test function such that $\phi \in C^{2}\left(B_{r}\left(x_{\circ}\right)\right)$ for some $r>0, \phi \leq u_{*}$ in $\mathbb{R}^{n}$, and $\phi\left(x_{\circ}\right)=u_{*}\left(x_{\circ}\right)$. As in the beginning of the proof of Proposition 3.2.12 we can assume that $u_{*}-\phi$ has a strict local minimum at $x_{\circ}$.

By definition of $u_{*}$, there exists a sequence $\left(u_{a_{k}}\right)_{k \in \mathbb{N}}$ and $x_{k} \rightarrow x_{\circ}$ such that $\lim _{k \rightarrow \infty} u_{a_{k}}\left(x_{k}\right)=u_{*}\left(x_{\circ}\right)$. We can define $\tilde{u}_{*}$ to be the lower half-relaxed limit of $u_{a_{k}}$,

$$
\tilde{u}_{*}:=\liminf _{k \rightarrow \infty} u_{a_{k}} \in \operatorname{LSC}(D),
$$

and by assumption we have $u_{*} \leq \tilde{u}_{*}$ with $u_{*}\left(x_{\circ}\right)=\tilde{u}_{*}\left(x_{\circ}\right)$. Thus, the function $\tilde{u}_{*}-\phi$ has a strict local minimum at $x_{\circ}$, and by Lemma 3.2.10 we can find indices $k_{j} \rightarrow \infty$ as $j \rightarrow \infty$ and points $x_{j} \rightarrow x_{\circ}$ such that $u_{a_{k_{j}}}\left(x_{j}\right) \rightarrow u_{*}\left(x_{\circ}\right)$ and $u_{a_{k_{j}}}-\phi$ has a local minimum at $x_{j}$. Since $u_{a_{k_{j}}}$ is a viscosity supersolution, we must have

$$
\mathcal{I}\left(\phi, x_{j}\right) \leq 0 .
$$

Therefore, since $x_{j} \rightarrow x_{\circ}$ and by continuity of $\mathcal{I}(\phi, x)$ around $x_{\circ}$ (by Corollary 3.1.13) we get $\mathcal{I}\left(\phi, x_{\circ}\right) \leq 0$. That is, $u_{*}$ is a viscosity supersolution.

We then have the following:
Proposition 3.2.29. Let $s \in(0,1)$, and let $\Omega$ be any bounded open set satisfying 3.2.10 for some $\kappa>0$. Let $\mathcal{I} \in \mathfrak{I}_{s}(\lambda, \Lambda)$, and let $g \in L^{\infty}\left(\mathbb{R}^{n}\right)$. Then, there exists a unique viscosity solution $u \in C(\Omega) \cap L^{\infty}\left(\mathbb{R}^{n}\right)$ to

$$
\left\{\begin{aligned}
\mathcal{I}(u, x) & =0 \\
u & =g
\end{aligned} \quad \text { in } \Omega \quad \mathbb{R}^{n} \backslash \Omega .\right.
$$

Proof. The uniqueness directly follows from Corollary 3.2.25. The proof now follows by Perron's method. We divide it into two steps:
Step 1: Let
$\mathcal{S}:=\left\{v \in \operatorname{LSC}(\Omega) \cap L^{\infty}\left(\mathbb{R}^{n}\right): \begin{array}{c}\mathcal{I}(v, x) \leq 0 \text { in } \Omega \text { in the viscosity sense } \\ v \geq g \text { in } \mathbb{R}^{n} \backslash \Omega\end{array}\right\}$, and let us define

$$
u(x):=\inf _{v \in \mathcal{S}} v(x) .
$$

Let us assume $\Omega \subset B_{R}$ for some $R>0$, and consider $\eta \in C_{c}^{\infty}\left(B_{2 R}\right)$ with $0 \leq \eta \leq 1$ and $\eta \equiv 1$ in $B_{R}$. Then, $\mathcal{M}^{+} \eta \leq-c<0$ in $B_{R}$ and the function

$$
v_{\circ}:=\|g\|_{L^{\infty}\left(\mathbb{R}^{n} \backslash \Omega\right)}+c^{-1}\|\mathcal{I}(0, x)\|_{L^{\infty}\left(\mathbb{R}^{n}\right)} \eta \quad \text { is such that } \quad v_{\circ} \in \mathcal{S} .
$$

In particular, $\mathcal{S}$ is nonempty. Moreover, since $-v_{0} \leq g$ in $\mathbb{R}^{n} \backslash \Omega$, and
$\mathcal{I}\left(-v_{0}, x\right) \geq \mathcal{M}^{-}\left(-v_{0}\right)+\mathcal{I}(0, x) \geq-\mathcal{M}^{+}\left(v_{0}\right)-\|\mathcal{I}(0, x)\|_{L^{\infty}(\Omega)} \geq 0 \quad$ in $\Omega$, by the comparison principle (Theorem 3.2.23) all elements in $\mathcal{S}$ are bounded below by $-v_{0}$, and therefore, $u$ is globally bounded. We define its lower semi-continuous envelope in $\Omega$,

$$
u_{*}(x):=\inf \left\{\liminf _{k \rightarrow \infty} u\left(x_{k}\right): \Omega \ni x_{k} \rightarrow x\right\},
$$

with $u_{*}=u$ in $\mathbb{R}^{n} \backslash \Omega$. By Lemma 3.2 .28 we already know that

$$
\mathcal{I}\left(u_{*}, x\right) \leq 0 \quad \text { in } \quad \Omega .
$$

Moreover, since we can change the value of $v_{\circ}$ around one point outside of $\mathbb{R}^{n} \backslash \Omega$, we also immediately get that $u=u_{*}=g$ in $\mathbb{R}^{n} \backslash \bar{\Omega}$. Alternatively, the function $g \chi_{\Omega^{c}}+C \chi_{\bar{\Omega}}$ for $C$ large enough belongs to $\mathcal{S}$, and therefore, $u=u_{*}=g$ in $\mathbb{R}^{n} \backslash \bar{\Omega}$.

In all, $u_{*} \in \mathcal{S}$ and (since $u_{*} \leq u$ ) $u_{*} \equiv u$ in $\mathbb{R}^{n}$.
Step 2: Let us now show that $u$ is a subsolution as well. To do so, let us consider its upper semi-continuous envelope in $\Omega$,

$$
u^{*}(x):=\sup \left\{\limsup _{k \rightarrow \infty} u\left(x_{k}\right): \Omega \ni x_{k} \rightarrow x\right\},
$$

with $u^{*}=u$ in $\mathbb{R}^{n} \backslash \Omega$, and let us show $\mathcal{I}\left(u^{*}, x\right) \geq 0$ in $\Omega$.
Assume now by contradiction that $u^{*}$ is not a subsolution, that is, there exist some $x_{\circ} \in \Omega$ and some test function $\phi \in C^{2}\left(B_{r}\left(x_{\circ}\right)\right)$ for $r>0$ such that $\phi \geq u^{*}$ in $\mathbb{R}^{n}, \phi\left(x_{\circ}\right)=u^{*}\left(x_{\circ}\right)$ but $\mathcal{I}\left(\phi, x_{\circ}\right)<0$. Arguing as in the first part of the proof of Proposition 3.2.12 (by taking $\phi+\varepsilon\left|x-x_{\circ}\right|^{2}$ around $x_{\circ}$ for some small $\varepsilon>0$, if necessary) we can assume that $u^{*}-\phi$ has a strict local maximum at $x_{\circ}$, that is, $u^{*}>\phi$ in $B_{r}\left(x_{\circ}\right) \backslash\left\{x_{\circ}\right\}$. Notice, also, that by continuity of $\mathcal{I}(\phi, x)$ around $x_{\circ}$ (see Corollary 3.1.13) we have that $\mathcal{I}(\phi, x)<0$ in $B_{\rho}\left(x_{\circ}\right)$ for some $\rho>0$ small.

Let us now consider $\phi_{\delta}:=\phi-\delta$ for some $\delta>0$. Since $\phi(x)>u^{*}(x) \geq$ $u(x)$ for $x \in B_{r}\left(x_{\circ}\right) \backslash\left\{x_{\circ}\right\}$, we have that for $\delta>0$ small enough, $\phi_{\delta}>u$ in $B_{r}\left(x_{\circ}\right) \backslash B_{\rho}\left(x_{\circ}\right)$ as well. Let us define

$$
u_{\delta}=\left\{\begin{array}{lll}
\min \left\{u, \phi_{\delta}\right\} & \text { in } & B_{\rho}\left(x_{\circ}\right), \\
u & \text { in } & B_{\rho}^{c}\left(x_{\circ}\right) .
\end{array}\right.
$$

Notice that $u_{\delta}$ is a supersolution, since it coincides with $u$ in $B_{\rho}^{c}\left(x_{\circ}\right)$, and is the infimum of two supersolutions in $B_{\rho}\left(x_{\circ}\right)$ (recall Remark 3.2.3). This means that $u_{\delta} \in \mathcal{S}$, and therefore $u_{\delta} \geq u$. In particular, we have that $\phi-\delta \geq u$ in $B_{r}\left(x_{\circ}\right)$, and thus $\phi\left(x_{\circ}\right)-\delta \geq u^{*}\left(x_{\circ}\right)$, a contradiction. That is, $u^{*}$ is a subsolution.

But then, by the comparison principle (Theorem 3.2.23), since $u$ is a supersolution, $u^{*}$ is bounded above, and $u=u^{*}=g$ in $\mathbb{R}^{n} \backslash \Omega$, we get that $u^{*} \leq u$ in $\Omega$, which means that $u=u^{*}$. Therefore, $u$ is continuous in $\Omega$, and it is both a sub- and supersolution. This concludes the proof.

In order to prove the existence of viscosity solutions that are continuous up to the boundary, we will assume that the bounded domain $\Omega \subset \mathbb{R}^{n}$ is
such that
for every $x_{\circ} \in \partial \Omega$, there exists a function $\psi_{+} \in C^{2}(\Omega) \cap C\left(\mathbb{R}^{n}\right)$
such that $\psi_{+}\left(x_{\circ}\right)=0, \psi_{+}>0$ in $\mathbb{R}^{n} \backslash\left\{x_{\circ}\right\}, \mathcal{M}^{+} \psi_{+} \leq-1$ in $\Omega$, and $\psi_{+} \geq 1$ in $\mathbb{R}^{n} \backslash B_{1}\left(x_{\circ}\right)$.

As we will see below (in Lemma 3.2.31), condition (3.2.11) is implied by condition (3.2.10). For the existence of bounded viscosity solutions in Proposition 3.2.29, the requirement on the domain was due to the comparison principle, which was proved by constructing a supersolution that is singular on $\partial \Omega$. When we want to construct solutions that are continuous, instead, the limiting factor is the existence of a supersolution that vanishes on $\partial \Omega$, as in (3.2.11).

In this context, we have:
Proposition 3.2.30. Let $s \in(0,1)$, and let $\Omega$ be any bounded open set satisfying (3.2.11) for some $\kappa>0$. Let $\mathcal{I} \in \mathfrak{I}_{s}(\lambda, \Lambda)$, and let $g \in L^{\infty}\left(\mathbb{R}^{n}\right)$ be continuous on $\partial \Omega$ with respect to $\mathbb{R}^{n} \backslash \Omega$, in the sense of (3.2.9). Then, there exists a unique viscosity solution $u \in C(\bar{\Omega}) \cap L^{\infty}\left(\mathbb{R}^{n}\right)$ to

$$
\left\{\begin{array}{rll}
\mathcal{I}(u, x) & =0 & \text { in } \Omega \\
u & =g & \text { in }
\end{array} \mathbb{R}^{n} \backslash \Omega .\right.
$$

Proof. The proof goes in parallel to that of Proposition 3.2.29. The uniqueness directly follows from Corollary 3.2.21. We divide it into three steps:

Step 1: Let
$\mathcal{S}:=\left\{v \in \operatorname{LSC}(\bar{\Omega}) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right): \begin{array}{c}\mathcal{I}(v, x) \leq 0 \text { in } \Omega \text { in the viscosity sense } \\ v \geq g \text { in } \mathbb{R}^{n} \backslash \Omega\end{array}\right\}$,
and let us define

$$
u(x):=\inf _{v \in \mathcal{S}} v(x) .
$$

As in the proof of Proposition 3.2.29, $\mathcal{S}$ is nonempty and $u$ is globally bounded. We define its lower semi-continuous envelope in $\bar{\Omega}$,

$$
u_{*}(x):=\inf \left\{\liminf _{k \rightarrow \infty} u\left(x_{k}\right): \bar{\Omega} \ni x_{k} \rightarrow x\right\},
$$

with $u_{*}=u$ in $\mathbb{R}^{n} \backslash \bar{\Omega}$, which by Lemma 3.2.28 satisfies

$$
\mathcal{I}\left(u_{*}, x\right) \leq 0 \quad \text { in } \quad \Omega .
$$

Notice, also, that as before we have $u=u_{*}=g$ in $\mathbb{R}^{n} \backslash \bar{\Omega}$.
Step 2: Let us now show that $u_{*}=g$ on $\partial \Omega$ and that $u_{*}$ is continuous on $\partial \Omega$, that is, for every $x_{\circ} \in \partial \Omega$ and $x_{k} \rightarrow x_{\circ}$, then $\liminf _{k \rightarrow \infty} u_{*}\left(x_{k}\right)=$ $\lim \sup _{k \rightarrow \infty} u_{*}\left(x_{k}\right)=g\left(x_{\circ}\right)$.

Let $x_{\circ} \in \partial \Omega, \varepsilon>0$, and let us define

$$
w_{\varepsilon}^{ \pm}=g\left(x_{\circ}\right) \pm \varepsilon \pm k_{\varepsilon} \psi_{+},
$$

where $\psi_{+}$is the function from the condition (3.2.11) at $x_{\circ}$ and $k_{\varepsilon}$ is chosen large enough (depending on $\varepsilon$, but also on $g, \Omega$, and $\psi_{+}$) so that

$$
\begin{equation*}
\left|g-g\left(x_{\circ}\right)\right| \leq \varepsilon+k_{\varepsilon} \psi_{+} \quad \text { in } \quad \mathbb{R}^{n} \backslash \Omega \tag{3.2.12}
\end{equation*}
$$

Hence, we have

$$
\begin{array}{lll}
w_{\varepsilon}^{+} \geq g & \text { in } \mathbb{R}^{n} \backslash \Omega, \\
w_{\varepsilon}^{-} \leq g & \text { in } & \mathbb{R}^{n} \backslash \Omega .
\end{array}
$$

By assuming $k_{\varepsilon} \geq\|\mathcal{I}(0, x)\|_{L^{\infty}\left(\mathbb{R}^{n}\right)}$, we have from the fact that $\mathcal{M}^{+} \psi_{+} \leq-1$ in $\Omega$,

$$
\begin{aligned}
& \mathcal{I}\left(w_{\varepsilon}^{-}, x\right) \geq \mathcal{I}(0, x)-k_{\varepsilon} \mathcal{M}^{+}\left(\psi_{+}\right) \geq \mathcal{I}(0, x)+k_{\varepsilon} \geq 0 \quad \text { in } \quad \Omega, \\
& \mathcal{I}\left(w_{\varepsilon}^{+}, x\right) \leq \mathcal{I}(0, x)+k_{\varepsilon} \mathcal{M}^{+}\left(\psi_{+}\right) \leq \mathcal{I}(0, x)-k_{\varepsilon} \leq 0 \quad \text { in } \quad \Omega .
\end{aligned}
$$

In particular, $w_{\varepsilon}^{+} \in \mathcal{S}$. By continuity of $\psi_{+}$, for each $\varepsilon>0$ there exists some $\delta>0$ such that $w_{\varepsilon}^{+} \leq g\left(x_{\circ}\right)+2 \varepsilon$ in $B_{\delta}\left(x_{\circ}\right)$. This yields $u \leq w_{\varepsilon}^{+} \leq g\left(x_{\circ}\right)+2 \varepsilon$ in $B_{\delta}\left(x_{\circ}\right)$, so that if $x_{k} \rightarrow x_{\circ}$, then

$$
\limsup _{k \rightarrow \infty} u\left(x_{k}\right) \leq g\left(x_{\circ}\right)+2 \varepsilon .
$$

On the other hand, by comparison principle all elements in $\mathcal{S}$ are above $w_{\varepsilon}^{-}$for any $\varepsilon>0$. Again, by continuity of $\psi_{+}$, for each $\varepsilon>0$ there exists some $\delta>0$ such that $w_{\varepsilon}^{-} \geq g\left(x_{\circ}\right)-2 \varepsilon$ in $B_{\delta}\left(x_{\circ}\right)$, and therefore $u_{*} \geq w_{\varepsilon}^{-} \geq$ $g\left(x_{\circ}\right)-2 \varepsilon$ in $B_{\delta}\left(x_{\circ}\right)$, so that if $x_{k} \rightarrow x_{\circ}$,

$$
\liminf _{k \rightarrow \infty} u\left(x_{k}\right) \geq g\left(x_{\circ}\right)-2 \varepsilon .
$$

Since $\varepsilon>0$ is arbitrary, we have that if $x_{k} \rightarrow x_{\circ}$ then

$$
\lim _{k \rightarrow \infty} u_{*}\left(x_{k}\right)=g\left(x_{\circ}\right) .
$$

Hence $u_{*}=g$ on $\partial \Omega$ as well, and $u_{*}$ is continuous on $\partial \Omega$. Therefore, $u_{*} \in \mathcal{S}$ and (since $\left.u_{*} \leq u\right) u_{*} \equiv u$ in $\mathbb{R}^{n}$. In particular, $u \in \operatorname{LSC}(\bar{\Omega})$ and $\mathcal{I}(u, x) \leq 0$ in $\Omega$.
Step 3: It remains to see that $u$ is a subsolution as well, by defining first its upper semi-continuous envelope in $\bar{\Omega}$,

$$
u^{*}(x):=\sup \left\{\limsup _{k \rightarrow \infty} u\left(x_{k}\right): \bar{\Omega} \ni x_{k} \rightarrow x\right\},
$$

with $u^{*}=u$ in $\mathbb{R}^{n} \backslash \bar{\Omega}$, and let us show $\mathcal{I}\left(u^{*}, x\right) \geq 0$ in $\Omega$.
Observe that, since by Step 2 $u$ is continuous on $\partial \Omega$, we have $u^{*}=g$ in the whole $\mathbb{R}^{n} \backslash \Omega$. Now, arguing by contradiction as in Step 2 from Proposition 3.2.29, we obtain that $u^{*}$ is a subsolution.

But then, again by comparison principle (Theorem 3.2 .14 ), since $u$ is a supersolution, and $u=u^{*}=g$ in $\mathbb{R}^{n} \backslash \Omega$, we get that $u^{*} \leq u$ in $\Omega$, which means that $u=u^{*}$. Therefore, $u$ is continuous in $\bar{\Omega}$, and is both a sub- and supersolution. This concludes the proof.

In order to prove our main result, we will also need to show that the domains satisfying (3.2.7) are such that (3.2.11) holds:

Lemma 3.2.31. Let $s \in(0,1)$, and let $\Omega \subset \mathbb{R}^{n}$ be any bounded open set satisfying (3.2.10) for some $\kappa>0$. Then $\Omega$ satisfies condition (3.2.11), and we can take a $\psi_{+}$that has a Hölder modulus of continuity which is independent of the point $x_{\circ} \in \partial \Omega$ and $\psi_{+}(x) \geq \frac{1}{2}\left|x-x_{\circ}\right|^{2}$ in $B_{1}$.

Proof. Let $x_{\circ} \in \partial \Omega$, and let $\varphi_{1}:=\mathfrak{d}_{\Omega}^{\varepsilon}$ be the function from Lemma B.3.3. Then, $\varphi_{1} \geq 0$ satisfies

$$
\mathcal{M}^{+} \varphi_{1} \leq-c \quad \text { in } \quad \Omega
$$

by Lemma B.3.3, and $\varphi_{1} \in C^{2}(\Omega) \cap C\left(\mathbb{R}^{n}\right)$. Let $\varphi_{2} \in C^{\infty}\left(\mathbb{R}^{n}\right)$ with $0 \leq$ $\varphi_{2} \leq 1$ such that $\varphi_{2} \equiv 1$ in $\mathbb{R}^{n} \backslash B_{1}, \varphi_{2}(0)=0, \varphi(x)>0$ for $x \neq 0$, and $\varphi(x) \geq \frac{1}{2}|x|^{2}$ in $B_{1}$. In particular, $\mathcal{M}^{+} \varphi_{2}$ is globally bounded by a constant $C$ and if we take

$$
\psi_{+}:=C_{1} \varphi_{1}+\varphi_{2}\left(\cdot+x_{\circ}\right)
$$

then

$$
\mathcal{M}^{+} \psi_{+} \leq-C_{1} c+C \quad \text { in } \quad \Omega .
$$

By choosing $C_{1}$ large enough, $\psi_{+}$satisfies all the conditions in 3.2.11.
Hence, we have all the ingredients to show the existence of viscosity solutions in Lipschitz (and more general) domains:

Proof of Theorem 3.2.27. Uniqueness follows from Corollary 3.2.25.
If $g$ is globally bounded, then we are done by Propositions 3.2 .29 or 3.2.30 and Lemma 3.2.31. Otherwise, since $g$ is bounded in a $\rho$-neighborhood of $\partial \Omega$, we denote

$$
\Omega_{\rho}:=\left\{x \in \mathbb{R}^{n} \backslash \Omega: \operatorname{dist}(x, \partial \Omega) \leq \rho / 2\right\},
$$

and we consider $g_{\rho}=g \chi_{\Omega_{\rho}}$, and $\bar{g}_{\rho}:=g-g_{\rho}$, which is defined in $\mathbb{R}^{n}$ (extended by zero inside $\Omega$ ). If $\mathcal{I}$ is of the form

$$
\mathcal{I}(u, x)=\inf _{b \in \mathcal{B}} \sup _{a \in \mathcal{A}}\left\{-\mathcal{L}_{a b} u(x)+c_{a b}(x)\right\},
$$

we define $\mathcal{I}_{\rho}$ as

$$
\mathcal{I}_{\rho}(v, x)=\inf _{b \in \mathcal{B}} \sup _{a \in \mathcal{A}}\left\{-\mathcal{L}_{a b} v(x)-\mathcal{L}_{a b} \bar{g}_{\rho}(x)+c_{a b}(x)\right\}, \quad \mathcal{L}_{a b} \in \mathfrak{L}_{s}(\lambda, \Lambda) .
$$

Notice that by Lemma 3.1.10, $\mathcal{L}_{a b} \bar{g}_{\rho}$ is bounded in $\Omega_{\rho}$ and continuous, with a modulus of continuity independent of $\mathcal{L}_{a b}$. Thus, $\mathcal{I}_{\rho} \in \mathfrak{I}_{s}(\lambda, \Lambda)$ as well, with

$$
\begin{equation*}
\left\|\mathcal{I}_{\rho}(0, x)\right\|_{L^{\infty}\left(\mathbb{R}^{n}\right)} \leq\|\mathcal{I}(0, x)\|_{L^{\infty}\left(\mathbb{R}^{n}\right)}+C\|g\|_{L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)} \tag{3.2.13}
\end{equation*}
$$

for some $C$ depending only on $n, s, \Lambda$, and $\rho$. Let now $\bar{u}$ be the (unique) solution to

$$
\left\{\begin{array}{rlrl}
\mathcal{I}_{\rho}(\bar{u}, x) & =0 & & \text { in } \quad \Omega \\
\bar{u} & =g_{\rho} & & \text { in }
\end{array} \mathbb{R}^{n} \backslash \Omega,\right.
$$

which exists by Proposition 3.2.29, since $g_{\rho}$ is bounded near $\partial \Omega$, and it is continuous on $\partial \Omega$ if $g$ is continuous on $\partial \Omega$, by Proposition 3.2.30 and Lemma 3.2.31. Then, the function $u=\bar{u}+\bar{g}_{\rho}$ satisfies, by construction of $\mathcal{I}_{\rho}$ and $g_{\rho}$,

$$
\left\{\begin{aligned}
\mathcal{I}(u, x) & =0 \\
u & \text { in } \quad \Omega \\
u & \text { in } \quad \mathbb{R}^{n} \backslash \Omega .
\end{aligned}\right.
$$

This proves the desired result.
Finally, we mention that, as a consequence of the proof of existence in Proposition 3.2.30, we actually have the following boundary continuity estimate (used for the boundary regularity in Corollary 3.3 .8 later on):

Corollary 3.2.32. Let $s \in(0,1)$, and let $\Omega$ be any bounded open set satisfying 3.2.10). Let $\mathcal{I} \in \Im_{s}(\lambda, \Lambda)$, and let $g \in L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ be continuous on $\partial \Omega$ with respect to $\mathbb{R}^{n} \backslash \Omega$ (with modulus $\sigma$, in the sense of (3.2.9). Then, the unique viscosity solution $u \in C(\bar{\Omega}) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ of

$$
\left\{\begin{array}{rlll}
\mathcal{I}(u, x) & =0 & \text { in } \Omega \\
u & =g & \text { in } \quad \mathbb{R}^{n} \backslash \Omega
\end{array}\right.
$$

satisfies

$$
|u(x)-u(y)| \leq \omega(|x-y|) \quad \text { for all } \quad x \in \partial \Omega, y \in \mathbb{R}^{n},
$$

for some modulus of continuity $\omega$ that depends only on $n, s, \lambda, \Lambda, \sigma$, $\|g\|_{L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)},\|g\|_{L^{\infty}(\partial \Omega)},\|\mathcal{I}(0, x)\|_{L^{\infty}\left(\mathbb{R}^{n}\right)}$, and $\Omega$, but is independent of $u$. Moreover, if $\sigma$ is $\alpha$-Hölder continuous, then $\omega$ is $\bar{\alpha}$-Hölder continuous as well, where $\bar{\alpha}$ depends only on $\alpha, \Omega, n, s, \lambda$, and $\Lambda$.

Proof. Let us first assume that $g$ is bounded. Recall that in Step 2 of the proof of Proposition 3.2 .30 we showed that for any $\varepsilon$ and $x_{\circ}$ there exists $\delta>0$ such that

$$
g\left(x_{\circ}\right)-2 \varepsilon \leq u\left(x_{\circ}\right) \leq g\left(x_{\circ}\right)+2 \varepsilon,
$$

and $\delta$ depends only on the choice of $k_{\varepsilon}$ and the modulus of continuity of $\psi_{+}$. By Lemma 3.2.31, $\psi_{+}$is Hölder continuous with some exponent $\beta>0$, depending only on $\Omega$ (and $n, s, \lambda$, and $\Lambda$ ). On the other hand, $k_{\varepsilon}$ in the proof of Proposition 3.2 .30 is chosen so that (3.2.12) holds, so that its value
is determined only by $\varepsilon$, the modulus of continuity of $g$ around $x_{\circ}$ (hence, $\sigma$ ), $\psi_{+}$, and an upper bound for $\|g\|_{L^{\infty}\left(\mathbb{R}^{n}\right)}$ and $\|\mathcal{I}(0, x)\|_{L^{\infty}\left(\mathbb{R}^{n}\right)}$. This shows the existence of $\omega$, with an added dependence on $\|g\|_{L^{\infty}\left(\mathbb{R}^{n}\right)}$.

Notice, moreover, that when $\sigma$ is $\alpha$-Hölder, since $\psi_{+}(x) \geq \frac{1}{2}\left|x-x_{\circ}\right|^{2}$ (see Lemma 3.2.31, in order to ensure that 3.2.12 holds it is enough to choose $k_{\varepsilon} \geq C \varepsilon^{-2 / \alpha}$. Hence, we can choose $\delta=C \varepsilon^{\frac{2+\alpha}{\alpha \beta}}$ and $u$ is Hölder continuous, with exponent $\frac{\alpha \beta}{2+\alpha}$ (thus, $\omega$ is Hölder).

Finally, for the general case (and in order to remove the last dependence on $\|g\|_{L^{\infty}\left(\mathbb{R}^{n}\right)}$, we just notice that by the proof of Theorem 3.2 .27 the modulus $\omega$ now depends only on $\varepsilon, \sigma, \Omega$, and an upper bound for $\left\|g_{\rho}\right\|_{L^{\infty}\left(\mathbb{R}^{n}\right)}$ and $\left\|\mathcal{I}_{\rho}(0, x)\right\|_{L^{\infty}\left(\mathbb{R}^{n}\right)}$. Note, however, that $\left\|g_{\rho}\right\|_{L^{\infty}\left(\mathbb{R}^{n}\right)}$ is controlled by both $\sigma$ and $\|g\|_{L^{\infty}(\partial \Omega)}$, whereas $\left\|\mathcal{I}_{\rho}(0, x)\right\|_{L^{\infty}\left(\mathbb{R}^{n}\right)}$ is controlled (see 3.2.13)) by $\|\mathcal{I}(0, x)\|_{L^{\infty}\left(\mathbb{R}^{n}\right)}$ and $C\|g\|_{L_{\omega_{s}}^{1}}\left(\mathbb{R}^{n} \backslash \Omega\right)$. This shows the existence of the modulus $\omega$ in the general case, and thus we are done.

### 3.3. Harnack's inequality and Hölder estimates

In this section, we prove Harnack's inequality and Hölder estimates for integro-differential elliptic equations in non-divergence form with bounded measurable coefficients. This is the nonlocal analogue of the Krylov-Safonov theorem for second-order elliptic PDE [158, 33 .

Namely, if $\mathcal{M}^{ \pm}$are given by (3.1.12), we will study solutions to equations of the form

$$
\left\{\begin{array}{lll}
\mathcal{M}^{+} u \geq-C_{\circ} & \text { in } & B_{1},  \tag{3.3.1}\\
\mathcal{M}^{-} u \leq C_{\circ} & \text { in } & B_{1},
\end{array}\right.
$$

for some $C_{0} \geq 0$. The expression (3.3.1) is satisfied, for example, by any solution to $\mathcal{I}(u, x)=0$ in $B_{1}$ for some $\mathcal{I} \in \mathfrak{I}_{s}(\lambda, \Lambda)$ (with $\left.C_{\circ}=\|\mathcal{I}(0, x)\|_{L^{\infty}\left(B_{1}\right)}\right)$. Moreover, if $\mathcal{J} \in \mathfrak{I}_{s}(\lambda, \Lambda)$ is translation invariant and $v$ solves

$$
\mathcal{J} v=0 \quad \text { in } \quad B_{1}
$$

then the incremental quotients of $v$ satisfy

$$
\mathcal{M}^{+}\left(\frac{v(x+h)-v(x)}{|h|}\right) \geq 0 \geq \mathcal{M}^{-}\left(\frac{v(x+h)-v(x)}{|h|}\right) \quad \text { in } \quad B_{1-|h|}
$$

which is (3.3.1) with $C_{0}=0$; see (3.1.4 and Proposition 3.2.15. As a consequence, in case that $v \in C^{1}$, we can take $h \rightarrow 0$ to find that derivatives of $v$ also satisfy (3.3.1).

When $u$ satisfies (3.3.1), it is said that $u$ satisfies a non-divergence-form equation with bounded measurable coefficients. This is because, if $u \in C^{2}\left(B_{1}\right)$ is a strong solution to (3.3.1), one can show that (by definition of $\mathcal{M}^{ \pm}$) for
each $x \in B_{1}$ there exists some $\mathcal{L}_{x} \in \mathfrak{L}_{s}(\lambda, \Lambda)$ such that

$$
\mathcal{L}_{x} u(x)=f(x),
$$

with $\|f\|_{L^{\infty}\left(B_{1}\right)} \leq C_{0}$. Here, the operators $\mathcal{L}_{x}$ are of the form

$$
\begin{equation*}
\mathcal{L}_{x} u(x)=\frac{1}{2} \int_{\mathbb{R}^{n}}(2 u(x)-u(x+y)-u(x-y)) K(x, y) d y \tag{3.3.2}
\end{equation*}
$$

where the kernel $K(x, y)$ satisfies

$$
\begin{equation*}
0<\frac{\lambda}{|y|^{n+2 s}} \leq K(x, y) \leq \frac{\Lambda}{|y|^{n+2 s}} \quad \text { for all } \quad x, y \in \mathbb{R}^{n} \tag{3.3.3}
\end{equation*}
$$

but has no regularity on the $x$ variable (apart from being uniformly bounded in $x$ for each $y$ fixed, between $\lambda|y|^{-n-2 s}$ and $\Lambda|y|^{-n-2 s}$ ). Conversely, if $u \in C^{2}\left(B_{1}\right)$ is such that it satisfies

$$
\mathcal{L}_{x} u(x)=f(x) \quad \text { in } \quad B_{1},
$$

for some $f$ bounded and $\mathcal{L}_{x}$ of the form (3.3.2)- (3.3.3), then it clearly satisfies (3.3.1) pointwise in $B_{1}$, with $C_{\circ}=\|f\|_{L^{\infty}\left(B_{1}\right)}$ (again, by definition of $\mathcal{M}^{ \pm}$).
3.3.1. Weak Harnack inequality for supersolutions. The weak Harnack inequality is a key tool in the study of non-divergence-form equations. For second-order PDE $(s=1)$, this is the key step in the Krylov-Safonov theorem, and its proof is actually quite delicate; see [33].

Quite surprisingly, in case of integro-differential operators with kernels satisfying (3.3.3), its proof is much easier, and the conclusion is even stronger ${ }^{5}$. The following proof originates from [205].

Theorem 3.3.1. Let $s \in(0,1)$, and let $\mathcal{M}^{-}$be given by (3.1.12). Assume that $u \in \operatorname{LSC}\left(B_{1}\right) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ satisfies

$$
\left\{\begin{array}{rlll}
\mathcal{M}^{-} u & \leq C_{\circ} & \text { in } & B_{1} \\
u & \geq 0 & \text { in } & \mathbb{R}^{n} .
\end{array}\right.
$$

in the viscosity sense, for some $C_{\circ} \geq 0$. Then,

$$
\|u\|_{L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)} \leq C\left(\inf _{B_{1 / 2}} u+C_{\circ}\right) .
$$

The constant $C$ depends only on $n, s, \lambda$, and $\Lambda$.
Proof. Let $\eta \in C_{c}^{\infty}\left(B_{3 / 4}\right)$ be such that $0 \leq \eta \leq 1$ and $\eta \equiv 1$ in $B_{1 / 2}$. Let

$$
\begin{equation*}
t:=\max \left\{\tau \geq 0: u \geq \tau \eta \quad \text { in } \mathbb{R}^{n}\right\} \leq \inf _{B_{1 / 2}} u \tag{3.3.4}
\end{equation*}
$$

[^22]Since $u$ and $\eta$ are continuous in $B_{1}$, there exists $x_{\circ} \in B_{3 / 4}$ such that $u\left(x_{\circ}\right)=$ $t \eta\left(x_{\circ}\right)$. That is, $u$ can be touched from below by a smooth function, and in particular we can evaluate $\mathcal{M}^{-} u$ pointwise at $x_{\circ}$ (see Remark 3.1.14). By ellipticity (recall Proposition 3.2.15) we have

$$
\begin{equation*}
\mathcal{M}^{-}(u-t \eta)\left(x_{\circ}\right) \leq \mathcal{M}^{-} u\left(x_{\circ}\right)-t \mathcal{M}^{-} \eta\left(x_{\circ}\right) \leq C_{\circ}+C_{1} t, \tag{3.3.5}
\end{equation*}
$$

for some $C_{1}>0$. Furthermore, since $u-t \eta \geq 0$ in $\mathbb{R}^{n}$ and $(u-t \eta)\left(x_{\circ}\right)=0$, we can also bound pointwise

$$
\begin{aligned}
\mathcal{M}^{-}(u-t \eta)\left(x_{\circ}\right) & \geq \lambda \int_{\mathbb{R}^{n}} \frac{u(z)-t \eta(z)}{\left|x_{\circ}-z\right|^{n+2 s}} d z \\
& \geq c \int_{\mathbb{R}^{n}} \frac{u(z)-t \eta(z)}{1+|z|^{n+2 s}} d z \\
& \geq c \int_{\mathbb{R}^{n}} \frac{u(z)}{1+|z|^{n+2 s}} d z-C_{2} t,
\end{aligned}
$$

for some $c, C_{2}>0$. From this and (3.3.4)-( 3.3 .5$)$, we obtain that

$$
\inf _{B_{1 / 2}} u \geq t \geq-c_{1} C_{\circ}+c_{2} \int_{\mathbb{R}^{n}} \frac{u(z)}{1+|z|^{n+2 s}} d z,
$$

for some $c_{1}, c_{2}>0$, as desired.
3.3.2. Iteration and Hölder estimate. Let us now show how to iterate the weak Harnack inequality (Theorem 3.3.1) to get a Hölder estimate for solutions to nonlocal equations.

Notice that one needs to be careful when doing this since, contrary to what happens for second-order PDE, in the present setting the weak Harnack inequality requires $u \geq 0$ in the full space.

Theorem 3.3.2. Let $s \in(0,1)$ and let $\mathcal{M}^{ \pm}$be given by (3.1.12).
Let $u \in C\left(B_{1}\right) \cap L^{\infty}\left(\mathbb{R}^{n}\right)$ be any viscosity solution to a non-divergenceform equation with bounded measurable coefficients, i.e.,

$$
\left\{\begin{array}{lll}
\mathcal{M}^{+} u \geq-C_{\circ} & \text { in } & B_{1} \\
\mathcal{M}^{-} u \leq C_{\circ} & \text { in } & B_{1},
\end{array}\right.
$$

for some $C_{\circ} \geq 0$. Then $u \in C_{\mathrm{loc}}^{\gamma}\left(B_{1}\right)$ with

$$
\|u\|_{C^{\gamma}\left(B_{1 / 2}\right)} \leq C\left(\|u\|_{L^{\infty}\left(\mathbb{R}^{n}\right)}+C_{\circ}\right),
$$

where $C$ and $\gamma>0$ depend only on $n, s, \lambda$, and $\Lambda$.
The proof of this result will be based on the following version of the weak Harnack inequality.

Lemma 3.3.3. Let $s \in(0,1), \alpha \in(0,2 s)$, and let $\mathcal{M}^{-}$be given by (3.1.12). There exist $\varepsilon_{\circ}>0$ depending only on $n, s, \lambda$, and $\Lambda$, and $R_{\circ}>1$ depending only on $n, s, \alpha, \lambda$, and $\Lambda$, such that the following holds for any $\varepsilon \leq \varepsilon_{\circ}$ and $R \geq R_{\circ}$.

Let $u \in C\left(B_{2}\right) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ satisfy

$$
\left\{\begin{array}{rlll}
\mathcal{M}^{-} u & \leq \varepsilon & \text { in } & B_{2}, \\
u & \geq 0 & \text { in } & B_{R},
\end{array}\right.
$$

in the viscosity sense, and

$$
\int_{B_{R}} \frac{u(x)}{1+|x|^{n+2 s}} d x \geq \frac{\left|B_{1}\right|}{2} .
$$

Assume in addition that $u$ has controlled growth,

$$
|u(x)| \leq 2+|x|^{\alpha} \quad \text { for } \quad|x| \geq R .
$$

Then,

$$
\inf _{B_{1}} u \geq \theta>0,
$$

with $\theta$ depending only on $n, s, \lambda$, and $\Lambda$.
Proof. We have, by Proposition 3.2.15,

$$
\mathcal{M}^{-}\left(u \chi_{B_{R}}\right)=\mathcal{M}^{-}\left(u-u \chi_{B_{R}^{c}}\right) \leq \mathcal{M}^{-} u-\mathcal{M}^{-}\left(u \chi_{B_{R}^{c}}\right) .
$$

Observe that, for any $x \in B_{2}$, if $R>3$

$$
\mathcal{M}^{+}\left(u \chi_{B_{R}^{c}}\right)(x) \leq C \int_{B_{R}^{c}} \frac{|u(y)|}{|x-y|^{n+2 s}} d y \leq C_{\alpha} \int_{B_{R}^{c}}|y|^{\alpha-n-2 s} d y \leq C_{\alpha} R^{\alpha-2 s},
$$

for some $C_{\alpha}$ that depends only on $n, s, \alpha$, and $\Lambda$, and hence

$$
\mathcal{M}^{-}\left(u \chi_{B_{R}}\right) \leq \mathcal{M}^{-} u+\mathcal{M}^{+}\left(u \chi_{B_{R}^{c}}\right) \leq \varepsilon_{0}+C_{\alpha} R^{\alpha-2 s} \quad \text { in } \quad B_{2} .
$$

We then apply Theorem 3.3 .1 (after a rescaling by a factor 2 ) to the function $u \chi_{B_{R}}$, to obtain,

$$
\inf _{B_{1}} u \geq \frac{1}{C} \int_{B_{R}} \frac{u(x)}{1+|x|^{n+2 s}} d x-\varepsilon_{\circ}-C_{\alpha} R^{\alpha-2 s} \geq \frac{\left|B_{1}\right|}{2 C}-\varepsilon_{\circ}-C_{\alpha} R_{\circ}^{\alpha-2 s} .
$$

Choose $\varepsilon_{\circ} \leq \frac{\left|B_{1}\right|}{8 C}$ and $R_{\circ}>3$ large enough so that $C_{\alpha} R_{\circ}^{\alpha-2 s} \leq \frac{\left|B_{1}\right|}{8 C}$, to get the result with $\theta=\frac{\left|B_{1}\right|}{4 C}$.

As a consequence of the previous lemma, we can prove an oscillation decay result.

Lemma 3.3.4. Let $s \in(0,1), \alpha \in(0,2 s)$, and let $\mathcal{M}^{ \pm}$be given by (3.1.12). Let $R_{\circ}>1$ and $\varepsilon_{\circ}>0$ be given by Lemma 3.3.3. Then, there exists $R \geq R_{\circ}$ large enough depending only on $n, s, \alpha, \lambda$, and $\Lambda$, such that the following statement holds.

$$
\begin{aligned}
\text { Let } u \in C\left(B_{R}\right) \cap & L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right) \text { satisfy } \\
& \begin{cases}\mathcal{M}^{+} u \geq-\varepsilon_{0} & \text { in } B_{R}, \\
\mathcal{M}^{-} u \leq \varepsilon_{0} & \text { in } B_{R}\end{cases}
\end{aligned}
$$

with

$$
|u| \leq 1 \quad \text { in } \quad B_{R}
$$

and

$$
|u(x)| \leq 1+|x|^{\alpha} \quad \text { for } \quad|x| \geq R .
$$

Then, there exists $\gamma>0$ such that

$$
\underset{B_{R^{-k}}}{\text { osc }} u \leq C R^{-k \gamma} \quad \text { for all } \quad k \in \mathbb{N} \text {, }
$$

for some constants $\gamma$ and $C$ depending only on $n, s, \alpha, \lambda$, and $\Lambda$
Proof. We split the proof into two steps.
Step 1: We first show that
(3.3.6) either $-1 \leq u \leq 1-2 \theta$ in $B_{1}$ or $2 \theta-1 \leq u \leq 1$ in $B_{1}$.
with $\theta>0$ depending only on $n, s, \lambda$, and $\Lambda$.
For this, we may assume $\int_{B_{R}} \frac{u(x)}{1+|x|^{n+2 s}} d x \leq 0$ (otherwise take $u \mapsto-u$ ), and define

$$
w:=1-u .
$$

Then, we have

$$
\left\{\begin{array}{rlll}
\mathcal{M}^{+} w \geq-\varepsilon_{0} & \text { in } & B_{R} \\
\mathcal{M}^{-} w \leq \varepsilon_{0} & \text { in } & B_{R} \\
w \geq 0 & \text { in } & B_{R}
\end{array}\right.
$$

and

$$
\int_{B_{R}} \frac{w(x)}{1+|x|^{n+2 s}} d x \geq \int_{B_{R}} \frac{d x}{1+|x|^{n+2 s}} \geq \frac{\left|B_{1}\right|}{2} .
$$

Moreover,

$$
|w(x)| \leq 2+|x|^{\alpha} \quad \text { for } \quad|x| \geq R .
$$

Hence, by Lemma 3.3.3, since $R \geq R_{\circ}$ we deduce that

$$
\inf _{B_{1}} w \geq 2 \theta>0,
$$

or equivalently, $u \leq 1-2 \theta$ in $B_{1}$, for some $\theta$ depending only on $n, s, \lambda$, and $\Lambda$ (half the value obtained from Lemma 3.3.3). If we had taken $-u$
instead of $u$, we would have obtained $u \geq 2 \theta-1$ in $B_{1}$, thus giving (3.3.6). That is,

$$
\underset{B_{1}}{\operatorname{osc}} u=2(1-\theta) .
$$

Step 2: We next show how to iterate Step 1, (3.3.6), in order to get the desired result. Notice that since $|u \pm \theta| \leq 1-\theta$ in $B_{1}$, the function

$$
u_{R}(x):=\frac{u\left(\frac{x}{R}\right) \pm \theta}{1-\theta}
$$

satisfies

$$
\left|u_{R}\right| \leq 1 \quad \text { in } \quad B_{R}
$$

and solves the equation

$$
\begin{cases}\mathcal{M}^{+} u_{R} \geq-\frac{R^{-2 s} \varepsilon_{0}}{1-\theta} \geq-\varepsilon_{0} & \text { in } B_{R} \\ \mathcal{M}^{-} u_{R} \leq \frac{R^{-2 s} \varepsilon_{0}}{1-\theta} \leq \varepsilon_{0} & \text { in } B_{R}\end{cases}
$$

provided that $R$ is large enough. In addition, outside $B_{R}$ it satisfies

$$
\left|u_{R}(x)\right| \leq \begin{cases}\frac{1+\theta}{1-\theta} & \text { if } \quad R \leq|x| \leq R^{2} \\ \frac{\left|\frac{x}{R}\right|^{\alpha}+\theta}{1-\theta} & \text { if } \quad|x| \geq R^{2}\end{cases}
$$

and hence

$$
\left|u_{R}(x)\right| \leq\left|\frac{x}{R}\right|^{\alpha} \frac{1+\theta}{1-\theta} \leq|x|^{\alpha} \quad \text { for all } \quad|x| \geq R,
$$

if $R$ is large enough so that $R^{\alpha} \geq \frac{1+\theta}{1-\theta}$.
Thus, $u_{R}$ satisfies again the hypotheses of Step 1, and therefore

$$
\left|u_{R} \pm \theta\right| \leq 1-\theta \quad \text { in } \quad B_{1},
$$

that is,

$$
\underset{B_{R^{-1}}}{\mathrm{osc}} u \leq 2(1-\theta)^{2}
$$

Iterating the procedure $k$ times we get

$$
\underset{B_{R^{-k}}}{\text { osc } u \leq 2(1-\theta)^{k} \leq 2 R^{-k \gamma} \quad \text { for all } \quad k \in \mathbb{N}, ~}
$$

where $\gamma>0$ is chosen so that $1-\theta=R^{-\gamma}$.
We can finally deduce the desired Hölder estimate.
Proof of Theorem 3.3.2. Dividing $u$ by a constant if necessary we may assume $\|u\|_{L^{\infty}\left(\mathbb{R}^{n}\right)} \leq 1$ and $C_{0} \leq \varepsilon_{0}$, where $\varepsilon_{0}$ is given by Lemma 3.3.3. Then, for any $x_{\circ} \in B_{1 / 2}$ we define

$$
\tilde{u}(x):=u\left(\frac{x_{0}+x}{2 R}\right),
$$

where $R>1$ is given by Lemma 3.3.4. The function $\tilde{u}$ satisfies the hypotheses of Lemma 3.3.4, and therefore

$$
\underset{B_{R^{-k}}}{\text { osc }} \tilde{u} \leq C_{1} R^{-k \gamma} \quad \text { for all } \quad k \geq 0 .
$$

This yields

$$
\left\|u-u\left(x_{\circ}\right)\right\|_{L^{\infty}\left(B_{R^{-k}}\left(x_{\circ}\right)\right)} \leq \underset{B_{R^{-k}\left(x_{\circ}\right)}}{\operatorname{osc}} u \leq \underset{B_{R^{-k+2}}}{\operatorname{osc}} \tilde{u} \leq C_{2} R^{-k \gamma},
$$

which implies

$$
\left|u(x)-u\left(x_{\circ}\right)\right| \leq C_{3}\left|x-x_{\circ}\right|^{\gamma}
$$

for all $x \in B_{1}$, and we are done.
In the next subsection we will prove that we can actually replace the $L^{\infty}\left(\mathbb{R}^{n}\right)$ norm of $u$ by its $L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ norm.
3.3.3. $L^{\infty}$ bound for subsolutions. We next prove the other half of Harnack's inequality, which reads as follows. This was first proved in 44], and the proof we present here is from [74.

Theorem 3.3.5. Let $s \in(0,1)$ and let $\mathcal{M}^{+}$be given by 3.1.12. Assume that $u \in \operatorname{USC}\left(B_{1}\right) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ satisfies

$$
\mathcal{M}^{+} u \geq-C_{\circ} \quad \text { in } \quad B_{1}
$$

in the viscosity sense, for some $C_{\circ} \geq 0$. Then,

$$
\sup _{B_{1 / 2}} u \leq C\left(\|u\|_{L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)}+C_{0}\right) .
$$

The constant $C$ depends only on $n, s, \lambda$, and $\Lambda$.
Proof. We divide the proof into three steps.
Step 1: Let us start with a series of reductions. We may first assume that $C_{\circ}=0$ : otherwise we consider $\tilde{u}:=u-C_{1} C_{0} \eta$ for some $C_{1}>0$, with $\eta \in$ $C_{c}^{\infty}\left(B_{2}\right), \eta \equiv 1$ in $B_{1}, 0 \leq \eta \leq 1$ in $\mathbb{R}^{n}$. Then, we have that $\mathcal{M}^{+} \eta \leq-c<0$ in $B_{1}$, and hence

$$
\mathcal{M}^{+} \tilde{u} \geq-C_{\circ}-C_{1} C_{\circ} \mathcal{M}^{+} \eta \geq 0 \quad \text { in } \quad B_{1}
$$

provided that $C_{1}$ is large enough. If we now show the result for $\tilde{u}$, we would have

$$
\sup _{B_{1 / 2}} u \leq \sup _{B_{1 / 2}} \tilde{u}+C_{1} C_{\circ} \leq C\left(\|u\|_{L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)}+C_{1} C_{\circ}\|\eta\|_{L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)}+C_{\circ}\right),
$$

which also gives the result for $u$ (since $\|\eta\|_{L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)}$ is bounded universally).

We may further assume that $u \geq 0$; otherwise we can consider $u_{+}:=$ $\max \{u, 0\}$ instead of $u$, which satisfies $\mathcal{M}^{+} u_{+} \geq 0$ in the viscosity sense in $\mathbb{R}^{n}$ (see Remark 3.2.3). Proving the result for $u_{+}$would yield

$$
\sup _{B_{1 / 2}} u \leq \sup _{B_{1 / 2}} u_{+} \leq C\left(\left\|u_{+}\right\|_{L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)}+C_{\circ}\right) \leq C\left(\|u\|_{L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)}+C_{\circ}\right),
$$

which is the result for $u$ as well.
Finally, observe that, after dividing $u$ by a constant, we may assume in addition that

$$
\begin{equation*}
\|u\|_{L_{\omega_{s}}\left(\mathbb{R}^{n}\right)}=\int_{\mathbb{R}^{n}} \frac{u(x)}{1+|x|^{n+2 s}} d x=1 \tag{3.3.7}
\end{equation*}
$$

In this setting, it suffices to prove that if $u \in \operatorname{USC}\left(B_{1}\right) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ satisfies

$$
\left\{\begin{align*}
\mathcal{M}^{+} u \geq 0 & \text { in } \quad B_{1},  \tag{3.3.8}\\
u \geq 0 & \text { in } \quad \mathbb{R}^{n}, \quad \text { and } \quad\|u\|_{L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)}=1,
\end{align*}\right.
$$

then

$$
u(0) \leq C
$$

for some constant $C$ depending only on $n, s, \lambda$, and $\Lambda$. Once this is proved, we simply apply this to every point in $B_{1 / 2}$ (after scaling and translating), and the result follows.
Step 2: Let us show the following claim:
Claim. There exists $\delta$ and $c_{\circ}$ depending only on $n, s, \lambda$, and $\Lambda$, such that if $u$ satisfies (3.3.8), $u\left(x_{\circ}\right) \geq M$ for $x_{\circ} \in B_{1 / 2}$, and $\left(c_{\circ} M\right)^{-1 / n}<\frac{1}{2}$, then

$$
\sup _{B_{r_{0}}\left(x_{\circ}\right)} u>(1+\delta) M, \quad \text { for } \quad r_{\circ}:=\left(c_{\circ} M\right)^{-1 / n}<\frac{1}{2} .
$$

To prove the claim, we argue by contradiction. That is, let us suppose that

$$
\sup _{B_{r_{0}}\left(x_{\circ}\right)} u \leq(1+\delta) M .
$$

We will reach the contradiction by using Theorem 3.3.1 for an auxiliary function.

Consider

$$
v(x):=(1+\delta) M-u\left(x_{\circ}+\left(r_{\circ} / 2\right) x\right) .
$$

Then, $v_{ \pm} \geq 0$ everywhere, and

$$
\begin{equation*}
v_{+}(x) \equiv(1+\delta) M-u\left(x_{\circ}+\left(r_{\circ} / 2\right) x\right) \quad \text { for all } \quad x \in B_{2} . \tag{3.3.9}
\end{equation*}
$$

Since $\mathcal{M}^{+} u \geq 0$ in $B_{1}$ by assumption, and using Proposition 3.2.15,

$$
\begin{equation*}
\mathcal{M}^{-} v_{+}-\mathcal{M}^{+} v_{-} \leq \mathcal{M}^{-} v=-\mathcal{M}^{+}\left(u\left(x_{\circ}+\left(r_{\circ} / 2\right) \cdot\right)\right) \leq 0 \quad \text { in } \quad B_{1} \tag{3.3.10}
\end{equation*}
$$

in the viscosity sense. On the other hand, we have, for every $x \in B_{1}$ (notice that $v_{-} \equiv 0$ in $B_{2}$ ),

$$
\begin{aligned}
\mathcal{M}^{+} v_{-}(x) & \leq \Lambda \int_{\mathbb{R}^{n} \backslash B_{2}} v_{-}(y) \frac{d y}{|x-y|^{n+2 s}} \\
& \leq \Lambda \int_{\mathbb{R}^{n} \backslash B_{2}} u\left(x_{\circ}+\left(r_{\circ} / 2\right) x\right) \frac{d y}{|x-y|^{n+2 s}} \quad \text { in } \quad B_{1},
\end{aligned}
$$

where we have used that $v_{-}(x) \leq u\left(x_{\circ}+\left(r_{\circ} / 2\right) x\right)$ since $u \geq 0$ in $\mathbb{R}^{n}$. After changing variables we then have

$$
\begin{equation*}
\mathcal{M}^{+} v_{-}(x) \leq \frac{\Lambda 2^{n}}{r_{\circ}^{n}} \int_{\mathbb{R}^{n} \backslash B_{r_{0}}\left(x_{\circ}\right)} \frac{u(z)}{\left|x-\frac{2}{r_{0}}\left(z-x_{\circ}\right)\right|^{n+2 s}} d z \quad \text { in } \quad B_{1} \tag{3.3.11}
\end{equation*}
$$

Let us see that, for every $z \in \mathbb{R}^{n} \backslash B_{r_{\circ}}\left(x_{\circ}\right)$,

$$
\begin{equation*}
\left|x-\frac{2}{r_{\circ}}\left(z-x_{\circ}\right)\right| \geq \frac{2}{r_{\circ}}\left|z-x_{\circ}\right|-|x| \geq \frac{1}{4}(1+|z|) . \tag{3.3.12}
\end{equation*}
$$

Indeed, if $z \in B_{2} \backslash B_{r_{\circ}}\left(x_{\circ}\right)$ then

$$
\frac{2}{r_{\circ}}\left|z-x_{\circ}\right|-|x| \geq 2-|x| \geq \frac{1}{2}+\frac{|z|}{4} \geq \frac{1}{4}(1+|z|) .
$$

If instead $z \in \mathbb{R}^{n} \backslash B_{2}$, then we have $\left|z-x_{0}\right| \geq \frac{3}{4}|z|$ and therefore

$$
\frac{2}{r_{\circ}}\left|z-x_{\circ}\right|-|x| \geq \frac{3}{2 r_{\circ}}|z|-\frac{1}{2}|z| \geq \frac{5}{2}|z| \geq 1+|z|,
$$

so that (3.3.12) always holds.
As a consequence of 3.3.12) (recall 3.3.11) and $\|u\|_{L_{\omega_{S}}^{1}\left(\mathbb{R}^{n}\right)}=1$ ), we obtain that for any $x \in B_{1}$,

$$
\mathcal{M}^{+} v_{-}(x) \leq \frac{\Lambda 2^{n}}{r_{\circ}^{n}} \int_{\mathbb{R}^{n} \backslash B_{r_{\circ}}\left(x_{\circ}\right)} \frac{u(z)}{\left|x-\frac{2}{r_{\circ}}\left(z-x_{\circ}\right)\right|^{n+2 s}} d z \leq c_{\circ} M \Lambda C_{1},
$$

for some $C_{1}>0$ depending only on $n$ and $s$. That is, from (3.3.10),

$$
\mathcal{M}^{-} v_{+} \leq c_{\circ} M \Lambda C_{1} \quad \text { in } \quad B_{1},
$$

in the viscosity sense.
Notice that $v_{+}(0)=(1+\delta) M-u\left(x_{\circ}\right)<\delta M$. Using now Theorem 3.3.1, we deduce

$$
f_{B_{2}} v_{+}(x) d x \leq C\left(v_{+}(0)+c_{\circ} M \Lambda C_{1}\right) \leq \frac{M}{2},
$$

provided that $\delta$ and $c_{\circ}$ are sufficiently small, depending only on $n, s, \lambda$, and $\Lambda$. Equivalently, recalling (3.3.9) and employing the change of variable $y:=x_{\circ}+\left(r_{\circ} / 2\right) x$, this means that

$$
f_{B_{r_{\circ}}\left(x_{\circ}\right)}((1+\delta) M-u(y)) d y \leq \frac{M}{2}
$$

which gives

$$
f_{B_{r_{0}\left(x_{\circ}\right)}} u(y) d y \geq(1+\delta) M-\frac{M}{2} \geq \frac{M}{2} .
$$

Since $B_{r_{\circ}}\left(x_{\circ}\right) \subset B_{1}$ and $1+|x|^{n+2 s} \leq 2$ in $B_{1}$, we finally obtain that for some $c$ depending only on $n$,

$$
\begin{aligned}
\frac{M}{2} & \leq c r_{\circ}{ }^{-n} \int_{B_{r_{0}}\left(x_{\circ}\right)} u(x) d x \\
& \leq 2 c r_{\circ}{ }^{-n} \int_{\mathbb{R}^{n}} \frac{u(x)}{1+|x|^{n+2 s}} d x=2 c_{\circ} c M,
\end{aligned}
$$

where we used (3.3.7) and the definition of $r_{\circ}$. By choosing $c_{\circ}$ small enough depending only on $n, s, \lambda$, and $\Lambda$, we reach a contradiction, and the claim is proved.
Step 3: We now use the previous claim to finish the proof of the theorem. Namely, we will show that if $u(0)>M_{0}$, with $M_{0}$ sufficiently large depending only on $n, s, \lambda$, and $\Lambda$, then this leads to $\sup _{B_{1 / 2}} u=\infty$, which is a contradiction.

Indeed, let $r_{0}:=\left(c_{\circ} M_{0}\right)^{-1 / n}<\frac{1}{2}$, with $c_{\circ}$ given by the claim in Step 2. Then, there exists $z_{1} \in B_{r_{0}}$ such that

$$
u\left(z_{1}\right)>(1+\delta) M_{\circ}=: M_{1} .
$$

Applying iteratively the claim, we find $z_{k}, M_{k}$ and $r_{k}$ satisfying

$$
z_{k+1} \in B_{r_{k}}\left(z_{k}\right), \quad r_{k}=\left(c_{\circ} M_{k}\right)^{-1 / n}, \quad u\left(z_{k}\right)>M_{k}:=(1+\delta) M_{k-1} .
$$

Since $M_{k}=(1+\delta)^{k} M_{0} \rightarrow \infty$ as $k \rightarrow \infty$, and

$$
\left|z_{k}\right| \leq \sum_{j=0}^{k-1} r_{j} \leq C M_{0}^{-1 / n} \sum_{j=0}^{k-1}(1+\delta)^{-j / n}<\frac{1}{2},
$$

if $M_{0}$ is large enough depending only on $n, s, \lambda$, and $\Lambda$, we have

$$
\sup _{B_{1 / 2}} u \geq u\left(z_{k}\right)>(1+\delta)^{k} M_{0} \rightarrow \infty \quad \text { as } \quad k \rightarrow \infty
$$

reaching a contradiction (recall $u \in \operatorname{USC}\left(B_{1}\right)$ ). Thus $u(0)$ is bounded by a constant depending only on $n, s, \lambda$, and $\Lambda$, and we are done.

As a consequence of this $L^{\infty}$ bound we can now improve Theorem 3.3.2 to allow solutions in $L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ :

Theorem 3.3.6. Let $s \in(0,1)$ and let $\mathcal{M}^{ \pm}$be given by (3.1.12). Let $u \in$ $C\left(B_{1}\right) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ be any viscosity solution to a non-divergence-form equation with bounded measurable coefficients, i.e.,

$$
\begin{cases}\mathcal{M}^{+} u \geq-C_{\circ} & \text { in } B_{1}, \\ \mathcal{M}^{-} u \leq C_{\circ} & \text { in } B_{1},\end{cases}
$$

for some $C_{\circ} \geq 0$. Then, $u \in C_{\mathrm{loc}}^{\gamma}\left(B_{1}\right)$ with

$$
\|u\|_{C^{\gamma}\left(B_{1 / 2}\right)} \leq C\left(\|u\|_{L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)}+C_{0}\right)
$$

where $C$ and $\gamma>0$ depend only on $n, s, \lambda$, and $\Lambda$.
Proof. Let us define $w_{1}:=\eta u$ and $w_{2}=u-w_{1}$, where $0 \leq \eta \leq 1$ is a cut-off function such that $\eta \equiv 1$ in $B_{3 / 4}$ and $\eta \equiv 0$ in $\mathbb{R}^{n} \backslash B_{4 / 5}$. Then, we know that by ellipticity

$$
\left\{\begin{array}{llll}
\mathcal{M}^{+} w_{1} \geq-C_{\circ}-\mathcal{M}^{+} w_{2} & \text { in } & B_{2 / 3} \\
\mathcal{M}^{-} w_{1} \leq C_{\circ}-\mathcal{M}^{-} w_{2} & \text { in } & B_{2 / 3},
\end{array}\right.
$$

in the viscosity sense.
Since $w_{2}=0$ in $B_{3 / 4}$, by Corollary 3.1.13 we know that

$$
\left\|\mathcal{M}^{ \pm} w_{2}\right\|_{L^{\infty}\left(B_{2 / 3}\right)} \leq C\left\|w_{2}\right\|_{L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)} \leq C\|u\|_{L_{\omega_{s}}^{1}}\left(\mathbb{R}^{n}\right) .
$$

and therefore, $w_{1}$ satisfies

$$
\begin{cases}\mathcal{M}^{+} w_{1} \geq-C_{\circ}-C\|u\|_{L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)} & \text { in } B_{2 / 3} \\ \mathcal{M}^{-} w_{1} \leq C_{\circ}+C\|u\|_{L_{\omega_{s}}}\left(\mathbb{R}^{n}\right) & \text { in } B_{2 / 3}\end{cases}
$$

in the viscosity sense. On the other hand, by Theorem 3.3.5 (applied to $u$ and $-u$ ) and a covering argument, we know that

$$
\left\|w_{1}\right\|_{L^{\infty}\left(\mathbb{R}^{n}\right)} \leq\|u\|_{L^{\infty}\left(B_{4 / 5}\right)} \leq C\left(\|u\|_{L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)}+C_{\circ}\right) .
$$

We can therefore use Theorem 3.3 .2 with $w_{1}$ to obtain (after another covering argument),

$$
\|u\|_{C^{\gamma}\left(B_{1 / 2}\right)}=\left\|w_{1}\right\|_{C^{\gamma}\left(B_{1 / 2}\right)} \leq C\left(\|u\|_{L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)}+C_{0}\right),
$$

as we wanted to see.
3.3.4. Harnack's inequality. As an immediate consequence of the two half Harnack inequalities proved above, the Harnack inequality follows.

Corollary 3.3.7 (Harnack's inequality). Let $s \in(0,1)$ and let $\mathcal{M}^{ \pm}$be given by (3.1.12). Let $u \in C\left(B_{1}\right) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ be any viscosity solution to a non-divergence-form equation with bounded measurable coefficients, i.e.

$$
\left\{\begin{array}{llll}
\mathcal{M}^{+} u \geq-C_{\circ} & \text { in } & B_{1} \\
\mathcal{M}^{-} u \leq C_{\circ} & \text { in } & B_{1},
\end{array}\right.
$$

for some $C_{\circ} \geq 0$. Assume in addition that $u \geq 0$ in $\mathbb{R}^{n}$. Then,

$$
\sup _{B_{1 / 2}} u \leq C\left(\inf _{B_{1 / 2}} u+C_{\circ}\right),
$$

where $C$ depends only on $n, s, \lambda$, and $\Lambda$.

Proof. The result follows from Theorems 3.3.1 and 3.3.5,
Notice that, thanks to Theorems 3.3.1 and 3.3.5, we have that if $C_{\circ}=0$ then both $\sup _{B_{1 / 2}} u$ and $\inf _{B_{1 / 2}} u$ are comparable to $\|u\|_{L_{\omega_{s}}\left(\mathbb{R}^{n}\right)}$.

Moreover, if we only assume that $u \geq 0$ in $B_{1}\left(\right.$ instead of $\left.\mathbb{R}^{n}\right)$ in the previous setting, we get instead

$$
\sup _{B_{1 / 2}} u \leq C\left(\inf _{B_{1 / 2}} u+C_{\circ}+\int_{\mathbb{R}^{n}} \frac{u_{-}(y)}{1+|y|^{n+2 s}} d y\right),
$$

where $u_{-}(y)=\max \{0,-u(y)\}$ is the negative part of $u$. This follows by applying Corollary 3.3.7 to $u_{+}:=u+u_{-}$in $B_{3 / 4}$.
3.3.5. Boundary regularity. Combining Corollary 3.2.32 with interior estimates, we obtain uniform continuity of $u$ in $\Omega$. The following proof is from 45]:

Corollary 3.3.8. Let $s \in(0,1)$, and let $\Omega$ be any bounded open set satisfying (3.2.10). Let $g \in L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ be continuous on $\partial \Omega$ with respect to $\mathbb{R}^{n} \backslash \Omega$ with modulus $\sigma$, in the sense of (3.2.9), and let $\mathcal{M}^{ \pm}$be given by (3.1.12). Let $u \in C(\Omega) \cap L^{\infty}(\Omega) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ be any viscosity solution of

$$
\left\{\begin{aligned}
\mathcal{M}^{+} u & \geq-C_{\circ} & & \text { in } \Omega, \\
\mathcal{M}^{-} u & \leq C \circ & & \text { in } \Omega, \\
u & =g & & \text { in } \mathbb{R}^{n} \backslash \Omega
\end{aligned}\right.
$$

Then, $u \in C(\bar{\Omega})$ with

$$
|u(x)-u(y)| \leq \omega(|x-y|) \quad \text { for all } \quad x, y \in \bar{\Omega},
$$

for some modulus of continuity $\omega$ that depends only on $n, s, \lambda, \Lambda, \sigma$, $\|g\|_{L_{\omega_{s}}\left(\mathbb{R}^{n}\right)},\|g\|_{L^{\infty}(\partial \Omega)}, C_{0}$, and $\Omega$, but is independent of $u$. Moreover, if $\sigma$ is $\alpha$-Hölder continuous, then $\omega$ is $\bar{\alpha}$-Hölder continuous as well, where $\bar{\alpha}$ depends only on $\alpha, \Omega, n, s, \lambda$, and $\Lambda$.

Proof. As in the proof of Theorem 3.2.27 or Corollary 3.2.32, we may assume that $g$ is bounded. The dependence on $\|g\|_{L^{\infty}\left(\mathbb{R}^{n}\right)}$ can then be replaced by a dependence on $\sigma,\|g\|_{L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)}$, and $\|g\|_{L^{\infty}(\partial \Omega)}$.

Let $w_{ \pm} \in C(\bar{\Omega}) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ be the unique viscosity solution to

$$
\left\{\begin{aligned}
\mathcal{M}^{ \pm} w_{ \pm} & =\mp C_{\circ} & & \text { in } \Omega, \\
w_{ \pm} & =g & & \text { in } \mathbb{R}^{n} \backslash \Omega,
\end{aligned}\right.
$$

given by Theorem 3.2.27 (applied with operator $\mathcal{I}(w, x):=\mathcal{M}^{ \pm} w \pm C_{\circ}$ ). Then, by comparison principle, Theorem 3.2.23, we have that

$$
\begin{equation*}
w_{-} \leq u \leq w_{+} \quad \text { in } \quad \mathbb{R}^{n} . \tag{3.3.13}
\end{equation*}
$$

Let now $x, y \in \bar{\Omega}$, and let $\bar{x} \in \partial \Omega$ be such that $\operatorname{dist}(x, \partial \Omega)=|x-\bar{x}|=: 2 r$. Let us also denote $\rho:=|x-y|$, so that we want to show $|u(x)-u(y)| \leq \omega(\rho)$ for some $\omega$. By Corollary 3.2 .32 applied to both $w_{+}$and $w_{-}$, we already know that this is true if $x \in \partial \Omega$ (thanks to (3.3.13), since $w_{-}=w_{+}=u$ on $\partial \Omega$ ), for some modulus that, as an abuse of notation, we still denote $\sigma$ (which is Hölder if $\sigma$ was Hölder). In particular, $u \in C(\bar{\Omega})$.

If $\rho>r / 2$ we have

$$
|u(x)-u(y)| \leq|u(x)-u(\bar{x})|+|u(y)-u(\bar{x})| \leq \sigma(2 r)+\sigma(\rho+2 r) \leq 2 \sigma(5 \rho)
$$

and we can take $\omega(t)=2 \sigma(5 t)$ in this case.
On the other hand, if $\rho<r / 2$ we let $\tilde{u}$ be the truncation

$$
\tilde{u}(x)= \begin{cases}u(\bar{x})+\sigma(4 r) & \text { if } u>u(\bar{x})+\sigma(4 r), \\ u(\bar{x})-\sigma(4 r) & \text { if } u<u(\bar{x})+\sigma(4 r), \\ u & \text { otherwise. }\end{cases}
$$

For any $z \in \mathbb{R}^{n}$ we have

$$
|u(z)-\tilde{u}(z)| \leq \min \left\{(\sigma(|z-x|+r)-\sigma(4 r))_{+}, 2\|u\|_{L^{\infty}\left(\mathbb{R}^{n}\right)}\right\} .
$$

We consider the rescalings

$$
u_{r}(z):=u(x+r z) \quad \text { and } \quad \bar{u}_{r}(z):=\bar{u}(x+r z)
$$

so that,

$$
\left|u_{r}(z)-\tilde{u}_{r}(z)\right| \leq \min \left\{[\sigma(r|z|+r)-\sigma(4 r)]_{+}, 2\|u\|_{L^{\infty}\left(\mathbb{R}^{n}\right)}\right\} .
$$

Observe that in $B_{2}$ we have that $u_{r}=\bar{u}_{r}$. Thus, we can bound $\mathcal{M}^{+}\left(u_{r}-\bar{u}_{r}\right)$ in $B_{1}$ by

$$
\left|\mathcal{M}^{+}\left(u_{r}-\bar{u}_{r}\right)\right| \leq C \int_{B_{1}^{c}} \min \left\{[\sigma(r|y+\cdot|+r)-\sigma(4 r)]_{+},\|u\|_{L^{\infty}\left(\mathbb{R}^{n}\right)}\right\} \frac{d y}{|y|^{n+2 s}} .
$$

In particular,

$$
\left\|\mathcal{M}^{+}\left(u_{r}-\tilde{u}_{r}\right)\right\|_{L^{\infty}\left(B_{1}\right)} \leq \mu(r)
$$

for some $\mu(r) \downarrow 0$ as $r \downarrow 0$, at a rate that depends only on $n, s, \Lambda$, and and upper bound for $\|u\|_{L^{\infty}\left(\mathbb{R}^{n}\right)}$. Observe, though, that by Corollary 3.2 .22 , $\|u\|_{L^{\infty}\left(\mathbb{R}^{n}\right)}$ is controlled by $\|g\|_{L^{\infty}\left(\mathbb{R}^{n} \backslash \Omega\right)}$ and $C_{0}$. Moreover, if $\sigma$ is $\alpha$-Hölder with $\alpha<2 s$, then $\mu(r)$ is also $\alpha$-Hölder (that is, $\mu(r) \leq C r^{\alpha}$ for some $C>0$ ).

By ellipticity, Proposition 3.2.15, we therefore have

$$
\mathcal{M}^{+} \tilde{u}_{r} \geq \mathcal{M}^{+} u_{r}-\mathcal{M}^{+}\left(u_{r}-\tilde{u}_{r}\right) \geq-C_{\circ} r^{2 s}-\mu(r) \quad \text { in } \quad B_{1} .
$$

We similarly obtain that

$$
\mathcal{M}^{-} \tilde{u}_{r} \leq C_{\circ} r^{2 s}+\mu(r),
$$

and, by the interior estimates in Theorem 3.3.2 applied to $\tilde{u}_{r}-u(\bar{x})$, we get $|u(x)-u(y)|=\left|\tilde{u}_{r}(0)-\tilde{u}_{r}((x-y) / r)\right| \leq C(\sigma(4 r)+\mu(r))\left(\frac{\rho}{r}\right)^{\alpha}=: \nu(r)\left(\frac{\rho}{r}\right)^{\alpha}$, with $\rho<r / 2$. Notice that $\nu(r)$ is a modulus of continuity, and by making $\nu(r)$ larger if necessary, we may assume that $\nu(r) r^{-\alpha}$ is decreasing.

Since $\rho<r / 2$ we have

$$
|u(x)-u(y)| \leq \nu(r)\left(\frac{\rho}{r}\right)^{\alpha} \leq 2^{\alpha} \nu(2 \rho) \downarrow 0 \quad \text { as } \quad \rho \downarrow 0,
$$

as we wanted to see. Finally, if $\sigma$ is Hölder, then $\nu$ can be taken to be Hölder, and so $u$ (and hence, $\omega$ ) is Hölder continuous.

### 3.4. Approximation of viscosity solutions

In order to prove the interior regularity results of Section 3.5, and similarly to what happened in the linear case, we will first establish a priori estimates. Then, to recover estimates for general viscosity solutions, we will need a result on the approximation of a viscosity solution by strong (or smooth) solutions. This is precisely the goal of this section.

We want to find a regularization of a solution to $\mathcal{I}(u, x)=0$ in $B_{1}$. In the case of weak or distributional solutions to linear equations, this was directly accomplished in Lemma 2.2 .30 by means of the convolution against a smooth mollifier. For viscosity solutions to fully nonlinear equations, the process is mcuh more involved, and we will also need to define regularized versions of $\mathcal{I}$. The results in this section follow closely the proofs of 97 , which are based partly on [45, 155, 203 .

Given an operator $\mathcal{I} \in \mathfrak{I}_{s}(\lambda, \Lambda)$ of the form

$$
\begin{equation*}
\mathcal{I}(u, x)=\inf _{b \in \mathcal{B}} \sup _{a \in \mathcal{A}}\left\{-\mathcal{L}_{a b} u(x)+c_{a b}(x)\right\}, \quad \mathcal{L}_{a b} \in \mathfrak{L}_{s}(\lambda, \Lambda), \tag{3.4.1}
\end{equation*}
$$

we say that it has modulus $\sigma$ if $c_{a b}(x)$ are equicontinuous with modulus $\sigma$ (recall Definition 3.1.9). We will prove the following:
Theorem 3.4.1. Let $s \in(0,1)$, and let $\mathcal{I} \in \mathfrak{I}_{s}(\lambda, \Lambda)$. Let $u \in C\left(B_{1}\right) \cap$ $L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ be any viscosity solution of

$$
\mathcal{I}(u, x)=f(x) \quad \text { in } \quad B_{1}
$$

for some $f \in C\left(B_{1}\right)$.
Then, there exist sequences of functions $u^{(\varepsilon)}, f_{\varepsilon} \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$ such that

$$
\begin{aligned}
u^{(\varepsilon)} & \rightarrow u \quad \text { uniformly in } B_{3 / 4} \text { and in } L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right), \\
f_{\varepsilon} & \rightarrow f \quad \text { uniformly in } B_{3 / 4},
\end{aligned}
$$

and a sequence of operators $\mathcal{I}_{\varepsilon} \in \mathfrak{I}_{s}(\lambda, \Lambda)$ with

$$
\mathcal{I}_{\varepsilon}(0, x) \rightarrow \mathcal{I}(0, x) \quad \text { uniformly in } B_{3 / 4},
$$

as $\varepsilon \downarrow 0$, such that

$$
\mathcal{I}_{\varepsilon}\left(u_{\varepsilon}, x\right)=f_{\varepsilon}(x) \quad \text { in } \quad B_{3 / 4} .
$$

Moreover, if $\mathcal{I}$ is translation invariant (resp. concave), then $\mathcal{I}_{\varepsilon}$ are translation invariant (resp. concave). Finally, if $\mathcal{I}$ has modulus $\sigma$, then $\mathcal{I}_{\varepsilon}$ have modulus $\sigma$ as well.

Remark 3.4.2. The new operators $\mathcal{I}_{\varepsilon}$ are $C^{\infty}$, in the sense that for any $w \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$ we have $\mathcal{I}_{\varepsilon}(w, x) \in C^{\infty}\left(\mathbb{R}^{n}\right)$, with vanishing derivatives at infinity; see the proof of Proposition 3.4.14. Moreover, if $\mathcal{I} \in \Im_{s}(\lambda, \Lambda ; \theta)$ for some $\theta \in(0,1)$, then $\mathcal{I}_{\varepsilon} \in \mathfrak{I}_{s}(\lambda, \Lambda ; \theta)$ with $\left[\mathcal{I}_{\varepsilon}\right]_{C^{\theta}} \leq C[\mathcal{I}]_{C^{\theta}}$, with $C$ depending only on $n, s, \lambda, \Lambda$, and $\theta$; see Remark 3.4.16.

We first establish a simpler approximation result in the case of regular kernels, which will be used for the interior regularity later on. After that, we use the strategies developed in the first part to prove that viscosity solutions can always be approximated by strong $C^{2 s+\delta}$ solutions, and using this we finally prove Theorem 3.4.1.
3.4.1. A first approximation result. In the following, we consider operators of the form

$$
\begin{equation*}
\mathcal{I}(u, x)=\inf _{b \in \mathcal{B}} \sup _{a \in \mathcal{A}}\left\{-\mathcal{L}_{a b} u(x)+c_{a b}(x)\right\}, \quad \mathcal{L}_{a b} \in \mathfrak{L}_{s}(\lambda, \Lambda ; \theta), \tag{3.4.2}
\end{equation*}
$$

from which we define its regularized version as

$$
\begin{equation*}
\mathcal{I}_{\varepsilon}(u, x)=\inf _{b \in \mathcal{B}} \sup _{a \in \mathcal{A}}\left\{-\mathcal{L}_{a b}^{(\varepsilon)} u(x)+c_{a b}(x)\right\}, \quad \mathcal{L}_{a b}^{(\varepsilon)} \in \mathfrak{L}_{s}(\lambda, \Lambda ; \theta), \tag{3.4.3}
\end{equation*}
$$

where the $c_{a b}$ are the same as above. The first regularization or approximation result (and the one we will use in Section 3.5) is then the following:

Proposition 3.4.3. Let $s \in(0,1)$, and $\operatorname{let} \mathcal{I} \in \mathfrak{I}_{s}(\lambda, \Lambda ; \theta)$ with $\theta \in[0,1)$ be of the form (3.4.2). Let us assume, moreover, that

$$
\sup _{(a, b) \in \mathcal{A} \times \mathcal{B}}\left[c_{a b}\right]_{C^{\theta}\left(\mathbb{R}^{n}\right)}<\infty
$$

where we denote $[\cdot]_{C^{0}}=\operatorname{osc}(\cdot)$.
Let $u \in C\left(B_{1}\right) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ be any viscosity solution of

$$
\mathcal{I}(u, x)=0 \quad \text { in } \quad B_{1} .
$$

Then, there exist: a sequence of functions,

$$
u^{(\varepsilon)} \in C_{\mathrm{loc}}^{2 s+\theta}\left(B_{3 / 4}\right) \cap C\left(B_{1}\right) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right) \quad \text { if } \quad 2 s+\theta \notin \mathbb{N},
$$

or $u^{(\varepsilon)} \in C_{\text {loc }}^{1-\delta}\left(B_{3 / 4}\right) \cap C\left(B_{1}\right) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ for any $\delta>0$ if $\theta=0$ and $s=\frac{1}{2}$; and a sequence of operators $\mathcal{I}_{\varepsilon} \in \mathfrak{I}_{s}(\lambda, \Lambda ; \theta)$ of the form (3.4.3) and satisfying
$\left[\mathcal{I}_{\varepsilon}\right]_{C^{\theta}} \leq C_{1}[\mathcal{I}]_{C^{\theta}}$ if $\theta>0$, with $C_{1}$ depending only on $n$, $s, \lambda$, $\Lambda$, and $\theta$, such that,

$$
\left\{\begin{array}{rlll}
\mathcal{I}_{\varepsilon}\left(u^{(\varepsilon)}, x\right) & =0 & \text { in } & B_{3 / 4} \\
u^{(\varepsilon)} & =u & \text { in } & \mathbb{R}^{n} \backslash B_{3 / 4},
\end{array}\right.
$$

and

$$
u^{(\varepsilon)} \rightarrow u \quad \text { locally uniformly in } B_{3 / 4} .
$$

Moreover, we have

$$
\begin{equation*}
\left\|u^{(\varepsilon)}\right\|_{L^{\infty}\left(B_{3 / 4}\right)}+\left\|u^{(\varepsilon)}\right\|_{L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)} \leq C\left(\|u\|_{L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)}+\|\mathcal{I}(0, x)\|_{L^{\infty}\left(B_{3 / 4}\right)}\right) \tag{3.4.4}
\end{equation*}
$$

for some $C$ depending only on $n, s, \lambda$, and $\Lambda$.
Let us start with the construction of $\mathcal{I}_{\varepsilon}$. Let $\psi:[0, \infty) \rightarrow[0, \infty)$ be a given fixed cut-off function such that

$$
\left\{\begin{array}{l}
\psi \in C_{c}^{\infty}([0, \infty)) \\
\psi=1 \text { in }[0,1 / 2] \\
\psi=0 \text { in }[1, \infty) \\
\psi \text { is monotone nonincreasing. }
\end{array}\right.
$$

Given $\mathcal{L} \in \mathfrak{L}_{s}(\lambda, \Lambda)$ with kernel $K$ (which satisfies (3.1.7)) and $\varepsilon>0$, we define $\mathcal{L}^{(\varepsilon)}$ to be the operator that has kernel $K_{\varepsilon}$ given by

$$
\begin{equation*}
K_{\varepsilon}(y)=(1-\psi(|y| / \varepsilon)) K(y)+\psi(|y| / \varepsilon)|y|^{-n-2 s} . \tag{3.4.5}
\end{equation*}
$$

Notice that with this definition we still have $\mathcal{L}^{(\varepsilon)} \in \mathfrak{L}_{s}(\lambda, \Lambda)$ (see Figure 3.4.1). Moreover, we have:
Lemma 3.4.4. Let $s \in(0,1)$. If $\mathcal{L} \in \mathfrak{L}_{s}(\lambda, \Lambda ; \theta)$ for some $\theta \in(0,1)$, then $\mathcal{L}^{(\varepsilon)} \in \mathfrak{L}_{s}(\lambda, \Lambda ; \theta)$ as well, with

$$
\left[\mathcal{L}^{(\varepsilon)}\right]_{C^{\theta}} \leq C[\mathcal{L}]_{C^{\theta}}
$$

for some constant $C$ depending only on $n, s, \theta, \lambda$, and $\Lambda$.
Proof. Indeed, notice that using A.3.6) on the definition of $K_{\varepsilon}$ we get

$$
\begin{aligned}
{\left[K_{\varepsilon}\right]_{C^{\theta}\left(B_{\varepsilon} \backslash B_{\varepsilon / 2}\right)} \leq } & {[K]_{C^{\theta}\left(B_{\varepsilon} \backslash B_{\varepsilon / 2}\right)}+(\Lambda+1) \varepsilon^{-n-2 s}[\psi(|y| / \varepsilon)]_{C^{\theta}\left(B_{\varepsilon} \backslash B_{\varepsilon / 2}\right)} } \\
& \quad+\left[|y|^{-n-2 s}\right]_{C^{\theta}\left(B_{\varepsilon} \backslash B_{\varepsilon / 2}\right)} \\
\leq & \frac{C}{\varepsilon^{n+2 s+\theta}}\left([\mathcal{L}]_{C^{\theta}}+[\psi]_{C^{\theta}\left(B_{1} \backslash B_{1 / 2}\right)}+\left[|y|^{-n-2 s}\right]_{C^{\theta}\left(B_{1} \backslash B_{1 / 2}\right)}\right)
\end{aligned}
$$

which, since $\psi$ is fixed, directly implies

$$
\left[K_{\varepsilon}\right]_{C^{\theta}\left(B_{\varepsilon} \backslash B_{\varepsilon / 2}\right)} \leq C\left([\mathcal{L}]_{C^{\theta}}+1\right) \varepsilon^{-n-2 s-\theta}
$$

On the other hand, we already know that

$$
\left[K_{\varepsilon}\right]_{C^{\theta}\left(B_{\rho} \backslash B_{\rho / 2}\right)} \leq C[\mathcal{L}]_{C^{\theta}} \rho^{-n-2 s-\theta} \quad \text { for any } \quad \rho \geq 2 \varepsilon,
$$



Figure 3.4.1. The kernels $K$ and $K_{\varepsilon}$ given by 3.4.5.
since $K_{\varepsilon}=K$ there, and

$$
\left[K_{\varepsilon}\right]_{C^{\theta}\left(B_{\rho} \backslash B_{\rho / 2}\right)} \leq C \rho^{-n-2 s-\theta} \quad \text { for any } \quad \rho \leq \varepsilon / 2
$$

since $K_{\varepsilon}(y)=|y|^{-n-2 s}$ there. Thus, we have

$$
\left[K_{\varepsilon}\right]_{C^{\theta}\left(B_{\rho} \backslash B_{\rho / 2}\right)} \leq C\left([\mathcal{L}]_{C^{\theta}}+1\right) \rho^{-n-2 s-\theta} \quad \text { for all } \quad \rho>0 .
$$

Finally, since $[\mathcal{L}]_{C^{\theta}} \geq c>0$ for all $\mathcal{L} \in \mathfrak{L}_{s}(\lambda, \Lambda ; \theta)$, the result follows.
Let now $\mathcal{I} \in \mathfrak{I}_{s}(\lambda, \Lambda ; \theta)$ for some $\theta \in[0,1)$, i.e., of the form (3.4.2). We define $\mathcal{I}_{\varepsilon}$ as (3.4.3) with $\mathcal{L}_{a b}^{(\varepsilon)}$ given by (3.4.5). By Lemma 3.4.4 we immediately have that

$$
\mathcal{I}_{\varepsilon} \in \mathfrak{I}_{s}(\lambda, \Lambda ; \theta)
$$

as well, with $\left[\mathcal{I}_{\varepsilon}\right]_{C^{\theta}} \leq C[\mathcal{I}]_{C^{\theta}}$ if $\theta>0$. Furthermore, $\mathcal{I}_{\varepsilon}$ weakly converges to $\mathcal{I}$ as $\varepsilon \downarrow 0$ :

Lemma 3.4.5. Let $s \in(0,1)$, and let $\mathcal{I}, \mathcal{I}_{\varepsilon} \in \mathfrak{I}_{s}(\lambda, \Lambda)$ be as above. Then

$$
\mathcal{I}_{\varepsilon} \rightharpoonup \mathcal{I} \quad \text { in } \quad \mathbb{R}^{n}, \quad \text { as } \quad \varepsilon \downarrow 0,
$$

in the sense of Definition 3.2.11.
Proof. Let $x_{\circ} \in \mathbb{R}^{n}$, and let $v \in L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ such that it is $C^{2}$ in $B_{r}\left(x_{\circ}\right)$ for some $r>0$. Let us compute, for any $x \in B_{r / 2}\left(x_{\circ}\right)$ and $\mathcal{L} \in \mathfrak{I}_{s}(\lambda, \Lambda)$ with
kernel $K$,

$$
\mathcal{L}^{(\varepsilon)} v(x)-\mathcal{L} v(x)=\frac{1}{2} \int_{\mathbb{R}^{n}}(2 v(x)-v(x+y)-v(x-y))\left(K_{\varepsilon}(y)-K(y)\right) d y .
$$

Since $K_{\varepsilon}(y)-K(y)=\psi(|y| / \varepsilon)\left(|y|^{-n-2 s}-K(y)\right)$ we can bound the righthand side by

$$
\left|\mathcal{L}^{(\varepsilon)} v(x)-\mathcal{L} v(x)\right| \leq C \int_{B_{\varepsilon}}|2 v(x)-v(x+y)-v(x-y)||y|^{-n-2 s} d y .
$$

Now, using that $v$ is $C^{2}$ in $B_{r}\left(x_{\circ}\right)$ and taking $\varepsilon<r / 4$ we get

$$
\begin{aligned}
\left|\mathcal{L}^{(\varepsilon)} v(x)-\mathcal{L} v(x)\right| & \leq C\|v\|_{C^{2}\left(B_{3 r / 4}\left(x_{0}\right)\right)} \int_{B_{\varepsilon}}|y|^{-n-2 s+2} d y \\
& \leq C\|v\|_{C^{2}\left(B_{3 r / 4}\left(x_{\circ}\right)\right)} \varepsilon^{-2 s}
\end{aligned}
$$

Hence, we can bound

$$
\begin{aligned}
\mathcal{I}_{\varepsilon}(v, x) & =\inf _{b \in \mathcal{B}} \sup _{a \in \mathcal{A}}\left\{-\mathcal{L}_{a b}^{(\varepsilon)} u(x)+c_{a b}(x)\right\} \\
& \leq \inf _{b \in \mathcal{B}} \sup _{a \in \mathcal{A}}\left\{-\mathcal{L}_{a b} u(x)+c_{a b}(x)\right\}+C\|v\|_{C^{2}\left(B_{3 r / 4}\left(x_{\circ}\right)\right)} \varepsilon^{2-2 s} \\
& =\mathcal{I}(v, x)+C\|v\|_{C^{2}\left(B_{3 r / 4}\left(x_{\circ}\right)\right)} \varepsilon^{2-2 s} .
\end{aligned}
$$

On the other hand, we also get similarly,

$$
\mathcal{I}_{\varepsilon}(v, x) \geq \mathcal{I}(v, x)-C\|v\|_{C^{2}\left(B_{3 r / 4}\left(x_{\circ}\right)\right)} \varepsilon^{2-2 s} .
$$

In all, we have proved that

$$
\left\|\mathcal{I}_{\varepsilon}(v, \cdot)-\mathcal{I}(v, \cdot)\right\|_{L^{\infty}\left(B_{r / 2}\left(x_{\circ}\right)\right)} \leq C\|v\|_{C^{2}\left(B_{3 r / 4}\left(x_{\circ}\right)\right)} \varepsilon^{2-2 s} \downarrow 0
$$

as $\varepsilon \downarrow 0$, and hence $\mathcal{I}_{\varepsilon} \rightharpoonup \mathcal{I}$.
We want to use the previous operators $\mathcal{I}_{\varepsilon}$ to construct a series of regular solutions approximating a given solution. That is, let $\mathcal{I} \in \mathfrak{I}_{s}(\lambda, \Lambda ; \theta)$ for some $\theta \in[0,1)$, and let $u \in C\left(B_{1}\right) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ be such that

$$
\begin{equation*}
\mathcal{I}(u, x)=0 \quad \text { in } \quad B_{1} . \tag{3.4.6}
\end{equation*}
$$

We then define $u^{(\varepsilon)}$ to be the unique solution, given by Theorem 3.2.27, to

$$
\left\{\begin{array}{rlll}
\mathcal{I}_{\varepsilon}\left(u^{(\varepsilon)}, x\right) & =0 & \text { in } & B_{3 / 4}  \tag{3.4.7}\\
u^{(\varepsilon)} & =u & \text { in } & \mathbb{R}^{n} \backslash B_{3 / 4} .
\end{array}\right.
$$

Lemma 3.4.6. Let $s \in(0,1)$ and $\mathcal{I} \in \Im_{s}(\lambda, \Lambda)$. Let $u \in C\left(B_{1}\right) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ be any solution of (3.4.6), and let $u^{(\varepsilon)} \in C\left(B_{3 / 4}\right) \cap L^{\infty}\left(B_{3 / 4}\right) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ be the unique solution of (3.4.7). Let $\gamma>0$ be given by Theorem 3.3.6. Then

$$
\left\|u^{(\varepsilon)}\right\|_{L^{\infty}\left(B_{3 / 4}\right)}+\left\|u^{(\varepsilon)}\right\|_{C^{\gamma}\left(B_{1 / 2}\right)} \leq C\left(\|u\|_{L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)}+\|\mathcal{I}(0, x)\|_{L^{\infty}\left(B_{3 / 4}\right)}\right)
$$

for some $C$ depending only on $n, s, \lambda$, and $\Lambda$.

Proof. Observe that,

$$
\mathcal{M}^{+} u \geq \mathcal{I}(u, x)-\mathcal{I}(0, x) \geq \mathcal{M}^{-} u
$$

and therefore, from Theorem 3.3.6 (or Theorem 3.3.5 applied to $u$ and $-u$ ),

$$
\begin{equation*}
\|u\|_{L^{\infty}\left(B_{7 / 8}\right)} \leq C\left(\|u\|_{L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)}+\|\mathcal{I}(0, x)\|_{L^{\infty}\left(B_{1}\right)}\right) \tag{3.4.8}
\end{equation*}
$$

Let $\eta \in C^{\infty}\left(B_{1}\right)$ with $0 \leq \eta \leq 1$ be a cut-off function such that $\eta \equiv 0$ in $B_{6 / 7}^{c}$ and $\eta \equiv 1$ in $B_{5 / 6}$. Then, the function $\eta u^{(\varepsilon)}$ satisfies

$$
\tilde{\mathcal{I}}_{\varepsilon}\left(\eta u^{(\varepsilon)}, x\right)=0 \quad \text { in } \quad B_{3 / 4},
$$

where if $\mathcal{I}_{\varepsilon}$ is of the form (3.4.3), then $\tilde{\mathcal{I}}_{\varepsilon}$ is (also using that $(1-\eta) u=$ $\left.(1-\eta) u^{(\varepsilon)}\right)$ :

$$
\tilde{\mathcal{I}}_{\varepsilon}(v, x):=\inf _{b \in \mathcal{B}} \sup _{a \in \mathcal{A}}\left\{-\mathcal{L}_{a b}^{(\varepsilon)} v(x)+c_{a b}(x)-\mathcal{L}_{a b}^{(\varepsilon)}[(1-\eta) u](x)\right\} .
$$

In particular, by Corollary 3.2 .22 together with the ellipticity condition in Proposition 3.2.15, we get

$$
\begin{equation*}
\left\|\eta u^{(\varepsilon)}\right\|_{L^{\infty}\left(B_{3 / 4}\right)} \leq C\left(\|\eta u\|_{L^{\infty}\left(B_{3 / 4}^{c}\right)}+\left\|\tilde{\mathcal{I}}_{\varepsilon}(0, x)\right\|_{L^{\infty}\left(B_{3 / 4}\right)}\right) . \tag{3.4.9}
\end{equation*}
$$

Now, by Lemma 3.1.10 we know that for any $\mathcal{L} \in \mathfrak{L}_{s}(\lambda, \Lambda)$,

$$
\|\mathcal{L}[(1-\eta) u]\|_{L^{\infty}\left(B_{3 / 4}\right)} \leq C\|u\|_{L_{\omega_{s}}\left(\mathbb{R}^{n}\right)}
$$

for some $C$ depending only on $n, s, \lambda$, and $\Lambda$. Thus,

$$
\begin{equation*}
\left\|\tilde{\mathcal{I}}_{\varepsilon}(0, x)-\mathcal{I}(0, x)\right\|_{L^{\infty}\left(B_{3 / 4}\right)} \leq C\|u\|_{L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)} \tag{3.4.10}
\end{equation*}
$$

Since we also have $\eta u^{(\varepsilon)}=u^{(\varepsilon)}$ in $B_{3 / 4}$ and $\|\eta u\|_{L^{\infty}\left(B_{3 / 4}^{c}\right)} \leq\|u\|_{L^{\infty}\left(B_{7 / 8}\right)}$, from (3.4.9)-(3.4.10)-(3.4.8) we obtain

$$
\left\|u^{(\varepsilon)}\right\|_{L^{\infty}\left(B_{3 / 4}\right)} \leq C\left(\|u\|_{L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)}+\|\mathcal{I}(0, x)\|_{L^{\infty}\left(B_{3 / 4}\right)}\right) .
$$

In particular, since $u=u^{(\varepsilon)}$ in $\mathbb{R}^{n} \backslash B_{3 / 4}$, this also implies

$$
\begin{equation*}
\left\|u^{(\varepsilon)}\right\|_{L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)} \leq C\left(\|u\|_{L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)}+\|\mathcal{I}(0, x)\|_{L^{\infty}\left(B_{3 / 4}\right)}\right) . \tag{3.4.11}
\end{equation*}
$$

We finally apply Theorem 3.3 .6 to $u^{(\varepsilon)}$ as above, to deduce, together with (3.4.10)-(3.4.11),

$$
\left\|u^{(\varepsilon)}\right\|_{C^{\gamma}\left(B_{1 / 2}\right)} \leq C\left(\|u\|_{L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)}+\|\mathcal{I}(0, x)\|_{L^{\infty}\left(B_{3 / 4}\right)}\right),
$$

which completes the proof.

We now want to show that the solutions $u^{(\varepsilon)}$ are qualitatively regular (that is, strong solutions) in the interior of $B_{3 / 4}$. In order to do it, we use the structure of the operator $\mathcal{I}_{\varepsilon}$, which behaves like a fractional Laplacian. Thus, we need the interior estimates for the fractional Laplacian in the case of viscosity solutions:

Proposition 3.4.7 (Interior estimates for viscosity solutions of $\left.(-\Delta)^{s}\right)$. Let $s \in(0,1)$, and let $f \in C^{\theta}\left(B_{1}\right)$ for some $\theta \in[0,1)$. Let $u \in C\left(B_{1}\right) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ satisfy

$$
(-\Delta)^{s} u=f \quad \text { in } \quad B_{1}
$$

in the viscosity sense. Then, if $2 s+\theta \notin \mathbb{N}, u \in C_{\mathrm{loc}}^{2 s+\theta}\left(B_{1}\right)$ with

$$
\|u\|_{C^{2 s+\theta}\left(B_{1 / 2}\right)} \leq C\left(\|u\|_{L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)}+\|f\|_{C^{\theta}\left(B_{1}\right)}\right)
$$

for some $C$ depending only on $n$, $s$, and $\theta$. If $\theta=0$ and $s=\frac{1}{2}$, then $u \in C^{1-\delta}\left(B_{1}\right)$ for any $\delta>0$.

Proof. Let us define $v_{1}$ and $v_{2}$ to be the solutions of

$$
\left\{\begin{aligned}
(-\Delta)^{s} v_{1} & =f \\
v_{1} & =0
\end{aligned} \quad \text { in } \quad B_{3 / 4}, \mathbb{R}^{n} \backslash B_{3 / 4}, ~, ~\right.
$$

and

$$
\left\{\begin{array}{rll}
(-\Delta)^{s} v_{2} & =0 & \text { in } \\
v_{2} & =u & \text { in } \quad \mathbb{R}^{n} \backslash B_{3 / 4} .
\end{array}\right.
$$

Here, $v_{1}$ is the unique weak solution to its problem, given by Theorem 2.2.24, which satisfies (by Theorems 2.6.1, 2.4.3, and 2.4.1) $v_{1} \in C\left(\overline{B_{3 / 4}}\right) \cap C_{\text {loc }}^{2 s+\theta}\left(B_{3 / 4}\right)$ with interior estimates. On the other hand, $v_{2} \in C\left(\overline{B_{3 / 4}}\right) \cap C^{\infty}\left(B_{3 / 4}\right)$ is given by the Poisson kernel representation, Proposition 1.10.10. Let us define

$$
v:=v_{1}+v_{2} \in C\left(\overline{B_{3 / 4}}\right) \cap C_{\mathrm{loc}}^{2 s+\theta}\left(B_{3 / 4}\right),
$$

and we assume $\theta>0$. By Lemma 3.2.4, $v$ satisfies

$$
\left\{\begin{aligned}
(-\Delta)^{s} v & =f \\
v & \text { in } \quad B_{3 / 4}, \\
v & \text { in } \quad \mathbb{R}^{n} \backslash B_{3 / 4},
\end{aligned}\right.
$$

in the viscosity sense, too. By uniqueness of viscosity solutions, Corollary 3.2.21, $v=u$ in $\mathbb{R}^{n}$, and by the a priori interior regularity estimates for the fractional Laplacian, Theorem 1.10 .13 (since $v \in C_{\text {loc }}^{2 s+\theta}\left(B_{3 / 4}\right)$ ), we have

$$
\|u\|_{C^{2 s+\theta}\left(B_{1 / 2}\right)} \leq C\left(\|u\|_{L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)}+\|f\|_{C^{\theta}\left(B_{1}\right)}\right),
$$

as we wanted to see.
Finally, if $\theta=0$, we can regularize $v_{1}$ first taking the convolution against a smooth function (by Lemma 2.2.30, see also Remark 2.2.27), to obtain a sequence of approximate smooth solutions $v_{1}^{\delta}+v_{2} \rightarrow v_{1}+v_{2}$ locally uniformly as $\delta \downarrow 1$ in $B_{1}$ (which are also viscosity solutions, by Lemma 3.2.4).

Then, proceeding as before, we are done thanks to the stability of viscosity solutions, Proposition 3.2.12,

The following is the qualitative result on the regularity of $u^{(\varepsilon)}$ :
Lemma 3.4.8. Let $s \in(0,1)$. Let $u^{(\varepsilon)}$ be defined as above, (3.4.7), for a fixed $\mathcal{I} \in \mathfrak{I}_{s}(\lambda, \Lambda ; \theta)$ with $\theta \in[0,1)$ of the form (3.4.2). Let us assume, moreover, that

$$
\sup _{(a, b) \in \mathcal{A} \times \mathcal{B}}\left[c_{a b}\right]_{C^{\theta}\left(\mathbb{R}^{n}\right)} \leq C_{\circ}<\infty,
$$

where we denote $[\cdot]_{C^{0}}=\operatorname{osc}(\cdot)$. Then, if $2 s+\theta \notin \mathbb{N}, u^{(\varepsilon)} \in C_{\mathrm{loc}}^{2 s+\theta}\left(B_{3 / 4}\right)$. If $\theta=0$ and $s=\frac{1}{2}$, we have $u^{(\varepsilon)} \in C_{\operatorname{loc}}^{1-\delta}\left(B_{3 / 4}\right)$ for any $\delta>0$.

Proof. For the sake of readability, let us denote $v=u^{(\varepsilon)}$. Notice that, by Lemma 3.4.6 and a covering argument, we already know that $v$ is $C^{\gamma}$ inside $B_{3 / 4}$.

We now express the operator $\mathcal{I}_{\varepsilon}$ as follows:

$$
\begin{align*}
\mathcal{I}_{\varepsilon}(v, x) & =-c_{n, s}^{-1}(-\Delta)^{s} v(x)+\inf _{b \in \mathcal{B}} \sup _{a \in \mathcal{A}}\left\{\tilde{\mathcal{L}}_{a b}^{(\varepsilon)} v(x)+c_{a b}(x)\right\}  \tag{3.4.12}\\
& =-c_{n, s}^{-1}(-\Delta)^{s} v(x)+f_{\varepsilon}(x),
\end{align*}
$$

where we have denoted, for each $\tilde{\mathcal{L}}=\tilde{\mathcal{L}}_{a b}^{(\varepsilon)}$,

$$
\begin{aligned}
\tilde{\mathcal{L}} v(x) & =\left(c_{n, s}^{-1}(-\Delta)^{s}-\mathcal{L}_{a b}^{(\varepsilon)}\right) v(x) \\
& =\frac{1}{2} \int_{\mathbb{R}^{n}}(2 v(x)-v(x+y)-v(x-y)) \tilde{K}_{\varepsilon}(y) d y \\
& =\int_{B_{\varepsilon / 2}^{c}}(v(x)-v(x+y)) \tilde{K}_{\varepsilon}(y) d y,
\end{aligned}
$$

with

$$
\tilde{K}_{\varepsilon}(y)=(1-\psi(|y| / \varepsilon))\left(|y|^{-n-2 s}-K_{a b}(y)\right) \in L^{1}\left(\mathbb{R}^{n}\right)
$$

where $c_{n, s}$ is the constant in 1.10.2), and $K_{a b}$ is the kernel of the operator $\mathcal{L}_{a b}$ (recall (3.4.2)-(3.4.3)). In particular,

$$
\begin{equation*}
\tilde{\mathcal{L}} v(x)=C_{\varepsilon} v(x)-\int_{B_{\varepsilon / 2}^{c}(x)} v(z) \tilde{K}_{\varepsilon}(z-x) d z . \tag{3.4.13}
\end{equation*}
$$

Observe that, since $\mathcal{I} \in \mathfrak{I}_{s}(\lambda, \Lambda ; \theta)$ (see Definition 3.1.7), for all $0 \leq \mu \leq \theta$, $\left|\tilde{K}_{\varepsilon}\left(x_{\circ}+h\right)-\tilde{K}_{\varepsilon}\left(x_{\circ}\right)\right| \leq C_{\varepsilon}\left|x_{\circ}\right|^{-n-2 s-\mu}|h|^{\mu} \quad$ for any $x_{\circ} \in B_{\varepsilon / 2}^{c}, h \in B_{\varepsilon / 4}$.
Let now $x \in B_{3 / 4}$ fixed, and let

$$
\rho=\min \left\{\frac{\varepsilon}{4}, \frac{1}{2} \operatorname{dist}\left(x, \partial B_{3 / 4}\right)\right\}=\min \left\{\frac{\varepsilon}{4}, \frac{1}{2}\left(\frac{3}{4}-|x|\right)\right\} .
$$

Then, from (3.4.13) we can bound

$$
\begin{aligned}
{[\tilde{\mathcal{L}} v]_{C^{\mu}\left(B_{\rho}(x)\right)} } & \leq C_{\varepsilon}[v]_{C^{\mu}\left(B_{\rho}(x)\right)}+C_{\varepsilon} \int_{B_{\varepsilon / 2}^{c}(x)} v(z)|z-x|^{-n-2 s-\mu} d z \\
& \leq C_{\varepsilon}\left([v]_{C^{\mu}\left(B_{\rho}(x)\right)}+\|v\|_{L_{\omega_{s}}\left(\mathbb{R}^{n}\right)}\right)
\end{aligned}
$$

for any $\tilde{\mathcal{L}}=\tilde{\mathcal{L}}_{a b}^{(\varepsilon)}$, where $C_{\varepsilon}$ is independent of $(a, b) \in \mathcal{A} \times \mathcal{B}$. In (3.4.12) we can therefore bound the Hölder semi-norms of $f_{\varepsilon}$ (being the inf sup of Hölder functions ${ }^{6}$ ) as

$$
\left[f_{\varepsilon}\right]_{C^{\mu}\left(B_{\rho}(x)\right)} \leq C_{\varepsilon}\left([v]_{C^{\mu}\left(B_{\rho}(x)\right)}+\|v\|_{L_{\omega_{S}}^{1}\left(\mathbb{R}^{n}\right)}+C_{0}\right) .
$$

Thus, we obtain that

$$
\begin{equation*}
v \in C_{\mathrm{loc}}^{\mu}\left(B_{3 / 4}\right) \quad \text { and } \quad 0 \leq \mu \leq \theta \quad \Longrightarrow \quad f_{\varepsilon} \in C_{\mathrm{loc}}^{\mu}\left(B_{3 / 4}\right) \tag{3.4.14}
\end{equation*}
$$

in a qualitative way.
Moreover, $v$ satisfies, by assumption

$$
(-\Delta)^{s} v=f_{\varepsilon} \quad \text { in } \quad B_{3 / 4}
$$

Hence, we can now use interior estimates for viscosity solutions with the fractional Laplacian, Proposition 3.4.7, together with a bootstrap argument to conclude: we already know that $v \in C^{\gamma}\left(B_{3 / 4}\right)$, hence by (3.4.14) we have $f_{\varepsilon} \in C^{\gamma}\left(B_{3 / 4}\right)$ and by the interior estimates in Proposition 3.4.7 $v \in$ $C^{2 s+\min \{\gamma, \theta\}}\left(B_{3 / 4}\right)$. If $\theta>\gamma$, we can iteratively repeat this until $\gamma+m s>\theta$ for some $m \in \mathbb{N}$, at which point we have to stop when we reach $C^{\theta}$ regularity of $f_{\varepsilon}$. A final application of interior estimates implies $C^{2 s+\theta}$ regularity of $v$. If $\theta=0$, we only apply the iteration once.

We can finally prove the regularization result:
Proof of Proposition 3.4.3. We construct $\mathcal{I}_{\varepsilon}$ and $u^{(\varepsilon)}$ as (3.4.3) and (3.4.7). Then, Lemma 3.4.5 gives the weak convergence of $\mathcal{I}_{\varepsilon}$ to $\mathcal{I}$, and Lemma 3.4.6 and a covering argument give the locally uniform convergence of $u^{(\varepsilon)}$ in $B_{3 / 4}$ (by Arzelà-Ascoli, up to taking subsequences), towards some function $\tilde{u} \in C\left(B_{3 / 4}\right) \cap L^{\infty}\left(B_{3 / 4}\right)$. Moreover, since $u^{(\varepsilon)}$ is uniformly bounded in $B_{3 / 4}$, it converges to $\tilde{u}$ in $L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ as well, by the dominated convergence theorem and the locally uniform convergence. Hence we are in a situation where we can apply Proposition 3.2 .12 (and Remark 3.2.13) to deduce that $\tilde{u} \in C\left(B_{3 / 4}\right) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right) \cap L^{\infty}\left(B_{3 / 4}\right)$ satisfies

$$
\left\{\begin{aligned}
& \mathcal{I}(\tilde{u}, x)=0 \\
& \tilde{u}=u \quad \text { in } \quad B_{3 / 4} \\
& \quad \text { in } \quad \mathbb{R}^{n} \backslash B_{3 / 4} .
\end{aligned}\right.
$$

[^23]By the uniqueness of bounded viscosity solutions, Corollary 3.2.25, we have $\tilde{u}=u$, and moreover $u \in C\left(B_{1}\right)$ (by Theorem 3.2.27).

The bound of the $L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ norm of $u^{(\varepsilon)}$ is a consequence of Lemma 3.4.6. and finally the interior regularity is due to Lemma $\sqrt{3.4 .8}$. This completes the proof.
3.4.2. Approximation by strong solutions. Proposition 3.4 .3 suffices for our purposes in subsections 3.5.1 and 3.5.2, on the interior regularity of fully nonlinear elliptic equations. It gives an approximating sequence to a viscosity solution by smoother solutions, which in the case $\theta>0$ are strong. Let us now show that, with a bit more of work, also in the most general case $\theta=0$ we can consider strong solutions as the approximating sequence:

Proposition 3.4.9. Let $s \in(0,1)$, and let $\mathcal{I} \in \mathfrak{I}_{s}(\lambda, \Lambda)$. Let $u \in C\left(B_{1}\right) \cap$ $L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ be any viscosity solution of

$$
\mathcal{I}(u, x)=0 \quad \text { in } \quad B_{1} .
$$

Then, there exist $\delta>0$, a sequence of functions, $C_{\mathrm{loc}}^{2 s+\delta}\left(B_{3 / 4}\right) \cap C_{c}^{\delta}\left(\mathbb{R}^{n}\right) \ni u^{(\varepsilon)} \rightarrow u$ locally uniformly in $B_{3 / 4}$ and in $L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$, and a sequence of operators $\hat{\mathcal{I}}_{\varepsilon} \in \Im_{s}(\lambda, \Lambda)$ of the form (3.4.18), such that

$$
\begin{aligned}
& \hat{\mathcal{I}}_{\varepsilon}\left(u^{(\varepsilon)}, x\right)=0 \quad \text { in } B_{3 / 4} \\
& \hat{\mathcal{I}}_{\varepsilon} \rightharpoonup \mathcal{I} \text { in the sense of Definition 3.2.11, }
\end{aligned}
$$

as $\varepsilon \downarrow 0$. Moreover, we have
$\left\|u^{(\varepsilon)}\right\|_{L^{\infty}\left(B_{3 / 4}\right)}+\left\|u^{(\varepsilon)}\right\|_{L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)} \leq C\left(\|u\|_{L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)}+\|\mathcal{I}(0, x)\|_{L^{\infty}\left(B_{3 / 4}\right)}+\sigma(\varepsilon)\right)$ for some $C$ depending only on $n, s, \lambda$, and $\Lambda$, and where $\sigma(\varepsilon) \downarrow 0$ as $\varepsilon \downarrow 0$.

In order to prove it, we proceed following a similar strategy to the one before. Now, however, we need to regularize the $c_{a b}(x)$ in the definition of $\mathcal{I}$, as well as the value of $u$ outside of $B_{3 / 4}$. We will do that by means of a convolution.

Let us fix a mollifier $\varphi$ such that

$$
\begin{equation*}
\varphi \in C_{c}^{\infty}\left(B_{1}\right) \text { is radial, with } \varphi \geq 0 \text { and } \int_{B_{1}} \varphi=1, \tag{3.4.16}
\end{equation*}
$$

and we consider the rescalings

$$
\begin{equation*}
\varphi_{\varepsilon}(x):=\frac{1}{\varepsilon^{n}} \varphi\left(\frac{x}{\varepsilon}\right) \in C_{c}^{\infty}\left(B_{\varepsilon}\right) . \tag{3.4.17}
\end{equation*}
$$

We define $\hat{\mathcal{I}}_{\varepsilon}$ analogously to (3.4.3) but also regularizing the terms $c_{a b}(x)$. Lemma 3.4.5 still holds in this case:

Lemma 3.4.10. Let $s \in(0,1)$, and for any $\mathcal{I}$ of the form (3.4.1) we consider

$$
\begin{equation*}
\hat{\mathcal{I}}_{\varepsilon}(u, x):=\inf _{b \in \mathcal{B}} \sup _{a \in \mathcal{A}}\left\{-\mathcal{L}_{a b}^{(\varepsilon)} u(x)+c_{a b}^{(\varepsilon)}(x)\right\}, \quad \mathcal{L}_{a b}^{(\varepsilon)} \in \mathfrak{L}_{s}(\lambda, \Lambda) \tag{3.4.18}
\end{equation*}
$$

where $\mathcal{L}_{a b}^{(\varepsilon)}$ are the corresponding operators to $\mathcal{L}_{a b}$ but with kernel given by (3.4.5), and where $c_{a b}^{(\varepsilon)}(x):=\left(\varphi_{\varepsilon} * c_{a b}\right)(x)$. Then

$$
\hat{\mathcal{I}}_{\varepsilon} \rightharpoonup \mathcal{I} \quad \text { in } \quad \mathbb{R}^{n}, \quad \text { as } \quad \varepsilon \downarrow 0,
$$

in the sense of Definition 3.2.11.
Proof. The proof is exactly the same as that of Lemma 3.4 .5 , where we now use that since $c_{a b}(x)$ are equicontinuous, then $c_{a b}^{(\varepsilon)}(x)$ converges locally uniformly to $c_{a b}(x)$ as $\varepsilon \downarrow 0$ independently of $(a, b) \in \mathcal{A} \times \mathcal{B}$ (that is, depending only on the modulus $\sigma$ from Definition 3.1.9).

If $\mathcal{I} \in \Im_{s}(\lambda, \Lambda)$ and $u \in C\left(B_{1}\right) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ is a viscosity solution to

$$
\begin{equation*}
\mathcal{I}(u, x)=0 \quad \text { in } \quad B_{1}, \tag{3.4.19}
\end{equation*}
$$

we define our new functions $u^{(\varepsilon)}$ to be the unique solution, given by Theorem 3.2.27, to

$$
\left\{\begin{array}{rlrl}
\hat{\mathcal{I}}_{\varepsilon}\left(u^{(\varepsilon)}, x\right) & =0 & & \text { in }  \tag{3.4.20}\\
u_{3 / 4} \\
u^{(\varepsilon)} & =\left(u \chi_{B_{1 / \varepsilon}}\right) * \varphi_{\varepsilon} & & \text { in } \quad \mathbb{R}^{n} \backslash B_{3 / 4} .
\end{array}\right.
$$

In doing so, the following analogue of Lemma 3.4.6 also holds now:
Lemma 3.4.11. Let $s \in(0,1)$ and $\mathcal{I} \in \Im_{s}(\lambda, \Lambda)$. Let $u \in C\left(B_{1}\right) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ be any viscosity solution of 3.4.19), and let $u^{(\varepsilon)} \in C\left(B_{3 / 4}\right) \cap L^{\infty}\left(B_{3 / 4}\right) \cap$ $L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ be the unique solution of 3.4.20). Let $\gamma>0$ be given by Theorem 3.3.6. Then
$\left\|u^{(\varepsilon)}\right\|_{L^{\infty}\left(B_{3 / 4}\right)}+\left\|u^{(\varepsilon)}\right\|_{C^{\gamma}\left(B_{1 / 2}\right)} \leq C\left(\|u\|_{L_{\omega_{S}}^{1}\left(\mathbb{R}^{n}\right)}+\|\mathcal{I}(0, x)\|_{L^{\infty}\left(B_{3 / 4}\right)}+\sigma(\varepsilon)\right)$, for some $C$ depending only on $n, s, \lambda$, and $\Lambda$, and where $\sigma$ is the modulus of continuity associated to $c_{a b}$ in the definition of $\mathcal{I}$ (see Definition 3.1.9).

Proof. The proof is the same as that of Lemma 3.4.6, using that

$$
\left\|\left(u \chi_{B_{1 / \varepsilon}}\right) * \varphi_{\varepsilon}\right\|_{L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)} \leq 2\left\|u \chi_{B_{1 / \varepsilon}}\right\|_{L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)} \leq 2\|u\|_{L_{\omega_{s}}\left(\mathbb{R}^{n}\right)} .
$$

The main difference is the appearance of $\sigma(\varepsilon)$ on the right-hand side of the estimate. This is because we now define

$$
\tilde{\mathcal{I}}_{\varepsilon}(v, x):=\inf _{b \in \mathcal{B}} \sup _{a \in \mathcal{A}}\left\{-\mathcal{L}_{a b}^{(\varepsilon)} v(x)+c_{a b}^{(\varepsilon)}(x)-\mathcal{L}_{a b}^{(\varepsilon)}[(1-\eta) u](x)\right\},
$$

and therefore the bound (3.4.10) becomes

$$
\left\|\tilde{\mathcal{I}}_{\varepsilon}(0, x)-\mathcal{I}(0, x)\right\|_{L^{\infty}\left(B_{3 / 4}\right)} \leq C\|u\|_{L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)}+\sup _{(a, b) \in \mathcal{A} \times \mathcal{B}}\left\|c_{a b}^{(\varepsilon)}-c_{a b}\right\|_{L^{\infty}\left(B_{3 / 4}\right)}
$$

From the definition of $\sigma$ and recalling that $c_{a b}^{(\varepsilon)}$ is a convolution of $c_{a b}$, this gives the desired estimate.

By regularizing the boundary datum we have now improved the regularity of $u^{(\varepsilon)}$ with respect to the previous case, Lemma 3.4.8.

Lemma 3.4.12. Let $s \in(0,1)$ and let $\mathcal{I} \in \mathfrak{I}_{s}(\lambda, \Lambda)$. Let $u \in C\left(B_{1}\right) \cap$ $L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ be any viscosity solution to $\mathcal{I}(u, x)=0$ in $B_{1}$, and let $u^{(\varepsilon)}$ be defined by 3.4.20. Then, there exists $\delta>0$ independent of $\varepsilon>0$ such that $u^{(\varepsilon)} \in C_{\mathrm{loc}}^{2 s+\delta}\left(B_{3 / 4}\right) \cap C_{c}^{\delta}\left(\mathbb{R}^{n}\right)$.

Proof. For the sake of readability, we denote $v=u^{(\varepsilon)}$. Observe that

$$
\left\|\nabla\left(\left(u \chi_{B_{1 / \varepsilon}}\right) * \varphi_{\varepsilon}\right)\right\|_{L^{\infty}\left(\mathbb{R}^{n}\right)} \leq C_{\varepsilon}
$$

for some $C_{\varepsilon}$ that might blow-up as $\varepsilon \downarrow 0$. This is enough to deduce, from Corollary 3.3.8, that there exists some $\delta>0$ (independent of $\varepsilon>0$ ) such that $v \in C_{c}^{\delta}\left(\mathbb{R}^{n}\right)$.

As in Lemma 3.4.8, we rewrite the operator $\hat{\mathcal{I}}_{\varepsilon}$ as

$$
\hat{\mathcal{I}}_{\varepsilon}(v, x)=-c_{n, s}^{-1}(-\Delta)^{s} v(x)+f_{\varepsilon}(x)
$$

where

$$
f_{\varepsilon}(x):=\inf _{b \in \mathcal{B}} \sup _{a \in \mathcal{A}}\left\{\tilde{\mathcal{L}}_{a b}^{(\varepsilon)} v(x)+c_{a b}^{(\varepsilon)}(x)\right\}
$$

and, for each $\tilde{\mathcal{L}}=\tilde{\mathcal{L}}_{a b}^{(\varepsilon)}$,

$$
\tilde{\mathcal{L}} v(x)=C_{\varepsilon} v(x)-\int_{B_{\varepsilon / 2}^{c}} v(z+x) \tilde{K}_{\varepsilon}(z) d z
$$

with

$$
\tilde{K}_{\varepsilon}(y)=(1-\psi(|y| / \varepsilon))\left(|y|^{-n-2 s}-K_{a b}(y)\right) \in L^{1}\left(\mathbb{R}^{n}\right)
$$

In particular, since $v \in C_{c}^{\delta}\left(\mathbb{R}^{n}\right)$, for any $x \in B_{3 / 4}$ and $h \in \mathbb{R}^{n}$ small,

$$
|\tilde{\mathcal{L}} v(x+h)-\tilde{\mathcal{L}} v(x)| \leq C_{\varepsilon}|h|^{\delta}+\int_{B_{\varepsilon / 2}^{c}} C_{\varepsilon}|h|^{\delta} \tilde{K}_{\varepsilon}(z) d z \leq C_{\varepsilon}|h|^{\delta}
$$

Together with the fact that $c_{a b}^{(\varepsilon)} \in C^{\infty}$, we get

$$
f_{\varepsilon}(x) \in C_{\mathrm{loc}}^{\delta}\left(B_{3 / 4}\right)
$$

for some $\delta>0$ independent of $\varepsilon$. By the interior estimates for viscosity solutions with the fractional Laplacian, Proposition 3.4.7, we deduce $v \in$ $C_{\text {loc }}^{2 s+\delta}\left(B_{3 / 4}\right)$, as wanted.

We can finally prove Proposition 3.4 .9 .

Proof of Proposition 3.4.9. We proceed as in the proof of Proposition 3.4.3 on page 201, with the corresponding changes in this new situation.

We construct $\hat{\mathcal{I}}_{\varepsilon}$ and $u^{(\varepsilon)}$ as (3.4.18) and (3.4.20), and Lemma 3.4.10 gives the weak convergence of $\hat{\mathcal{I}}_{\varepsilon}$ to $\mathcal{I}$, while Lemma 3.4.11 and a covering argument give the locally uniform convergence in $B_{3 / 4}$ and the convergence in $L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ of $u^{(\varepsilon)}$ to some $\tilde{u} \in C\left(B_{3 / 4}\right) \cap L^{\infty}\left(B_{3 / 4}\right) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$. Proposition 3.2.12 (and Remark 3.2.13) now imply that $\tilde{u}$ satisfies

$$
\left\{\begin{array}{rlll}
\mathcal{I}(\tilde{u}, x) & =0 & \text { in } & B_{3 / 4} \\
\tilde{u} & =u & \text { in } & \mathbb{R}^{n} \backslash B_{3 / 4},
\end{array}\right.
$$

and by uniqueness (Corollary 3.2.25), we have $\tilde{u}=u$, and $u \in C\left(B_{1}\right)$ (by Theorem 3.2.27). The bound on the $L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ norm of $u^{(\varepsilon)}$ is a consequence of Lemma 3.4.11, and finally its qualitative interior regularity is due to Lemma 3.4.12. This completes the proof.
3.4.3. Equivalence between viscosity and distributional solutions. As a consequence of Proposition 3.4 .9 we obtain that, in the linear case (taking operators $\mathcal{L} \in \mathfrak{L}_{s}(\lambda, \Lambda)$, recall Definition 3.1.7), the notions of viscosity (Definition 3.2.2) and distributional (Definition 2.2.25) solution are equivalent:

Lemma 3.4.13. Let $s \in(0,1), \mathcal{L} \in \mathfrak{L}_{s}(\lambda, \Lambda)$, $u \in L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)$, and $f \in$ $C\left(B_{1}\right)$. Then, $u$ solves $\mathcal{L} u=f$ in $B_{1}$ in the distributional sense if and only if it does so in the viscosity sense.

Proof. If $u$ is a distributional solution, it is continuous by Theorem 2.4.3, and we can regularize it and consider

$$
u_{\varepsilon}:=u * \varphi_{\varepsilon},
$$

where $\varphi_{\varepsilon}$ is given by $(3.4 .16)-(3.4 .17)$. Then $u_{\varepsilon}$ satisfies

$$
\mathcal{L} u_{\varepsilon}=f_{\varepsilon} \quad \text { in } \quad B_{1-\varepsilon}
$$

in the strong sense (see Lemma 2.2 .30 , and therefore, in the viscosity sense as well (by Lemma 3.2.4). Taking the limit $\varepsilon \downarrow 0$, by Proposition $3.2 .12 u$ is a viscosity solution to $\mathcal{L} u=f$ in $B_{1}$.

Conversely, if $u \in C\left(B_{1}\right)$ is a viscosity solution to the equation, by Proposition 3.4 .9 it can be approximated by strong solutions (and therefore, distributional solutions, see Lemma 2.2.29) $u_{\varepsilon} \rightarrow u$ to an equation of the form

$$
\hat{\mathcal{L}}_{\varepsilon} u_{\varepsilon}=f_{\varepsilon} \quad \text { in } \quad B_{3 / 4},
$$

with a sequence of explicit operators $\hat{\mathcal{L}}_{\varepsilon}$.

Then, the limit $\varepsilon \downarrow 0$ is a distributional solution to $\mathcal{L}_{\infty} u=f$ in $B_{3 / 4}$, where by construction $\mathcal{L}_{\infty}=\mathcal{L}$. A covering argument, yields that $\mathcal{L} u=f$ in $B_{1}$ in the distributional sense.
3.4.4. Approximation by $C^{\infty}$ solutions. Our next goal is to finally prove that we can actually approximate any viscosity solution by $C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$ solutions. We consider $\mathcal{I}$ of the form (3.4.1), where $c_{a b}$ are equicontinuous with modulus $\sigma$, and we want to show Theorem 3.4.1.

In order do it, we will combine the approximation by strong solutions in Proposition 3.4 .9 with the next result.
Proposition 3.4.14. Let $s \in(0,1)$, and $\operatorname{let} \mathcal{I} \in \mathfrak{I}_{s}(\lambda, \Lambda)$ of the form 3.4.1) with modulus $\sigma$. Let $u \in C_{\mathrm{loc}}^{2 s+\delta}\left(B_{1}\right) \cap C_{c}^{\delta}\left(\mathbb{R}^{n}\right)$ be any solution of

$$
\mathcal{I}(u, x)=f(x) \quad \text { in } \quad B_{1}
$$

for some $f \in C\left(B_{1}\right)$ and $\delta>0$. Let $\left(\varphi_{\varepsilon}\right)_{\varepsilon>0}$ be given by (3.4.16)-3.4.17).
Then, there exists some $\mathcal{I}_{\varepsilon} \in \mathfrak{I}_{s}(\lambda, \Lambda)$ of the form (3.4.1) with modulus $\sigma$ such that the sequence $u_{\varepsilon}:=u * \varphi_{\varepsilon} \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$ satisfies

$$
\mathcal{I}_{\varepsilon}\left(u_{\varepsilon}, x\right)=f_{\varepsilon}(x) \quad \text { in } \quad B_{1}
$$

for some $f_{\varepsilon} \in C^{\infty}\left(B_{1}\right)$ such that

$$
f_{\varepsilon} \rightarrow f \quad \text { uniformly in } B_{3 / 4} \text { as } \varepsilon \downarrow 0 \text {. }
$$

Moreover,

$$
\mathcal{I}_{\varepsilon}(0, x) \rightarrow \mathcal{I}(0, x) \quad \text { uniformly in } B_{3 / 4} \text { as } \varepsilon \downarrow 0 .
$$

Before proving Proposition 3.4.14, we consider the following lemma on the representation of Lipschitz functions:
Lemma 3.4.15. Let $f \in C^{1}\left(\mathbb{R}^{n}\right)$ with $\nabla f \in L^{\infty}\left(\mathbb{R}^{n}\right)$. Then

$$
f(x)=\inf _{z \in \mathbb{R}^{n}} \sup _{v \in E \subset \mathbb{R}^{n}}\{v \cdot x-v \cdot z+f(z)\}
$$

where $E:=\nabla f\left(\mathbb{R}^{n}\right) \subset \mathbb{R}^{n}$.
Proof. Let, for each $z \in \mathbb{R}^{n}$ fixed,

$$
g_{z}(x):=\sup _{v \in E \subset \mathbb{R}^{n}} v \cdot(x-z)+f(z) .
$$

We then have

$$
f(x)=(x-z) \cdot \int_{0}^{1} \nabla f((1-t) z+t x) d t+f(z) \leq g_{z}(x)
$$

Thus,

$$
f(x) \leq \inf _{z \in \mathbb{R}^{n}} g_{z}(x),
$$

(see Figure 3.4.2) and since $f(z)=g_{z}(z)$ for all $z \in \mathbb{R}^{n}$, we are done.


Figure 3.4.2. Any Lipschitz function $f$ can be expressed as the infimum of convex functions $g_{z}(x)$.

We can now prove the approximation of strong solutions by smooth solutions:

Proof of Proposition 3.4 .14 . We divide the proof into four steps. For the sake of readability, we assume $f=0$. The general case follows analogously by taking $\mathcal{I}(\cdot, x)-f(x)$.
Step 1: We define $c_{a b}^{(\varepsilon)}:=c_{a b} * \varphi_{\varepsilon} \in C^{\infty}\left(\mathbb{R}^{n}\right)$ and consider

$$
\hat{\mathcal{I}}_{\varepsilon}(v, x):=\inf _{b \in \mathcal{B}} \sup _{a \in \mathcal{A}}\left\{-\mathcal{L}_{a b} v(x)+c_{a b}^{(\varepsilon)}(x)\right\} .
$$

Notice that $\mathcal{L}_{a b} u_{\varepsilon} \in C_{\mathrm{loc}}^{\delta}\left(B_{1}\right)$ (see Lemma 2.2.6 (ii) with local uniform (in $a, b$, and $\varepsilon$ ) estimates in $B_{1}$, as well as $\mathcal{L}_{a b} u_{\varepsilon} \in C^{\infty}\left(\mathbb{R}^{n}\right)$ (locally uniformly in $a$ and $b$, but not in $\varepsilon$ ) with vanishing derivatives at infinity. Since $c_{a b}$ are equicontinuous, the family $\mathcal{L}_{a b} u_{\varepsilon}(x)+c_{a b}^{(\varepsilon)}(x)$ is locally equicontinuous in $B_{1}$. In particular, there exists a modulus of continuity ${ }^{7} \omega$ such that $\mathcal{L}_{a b} u_{\varepsilon}(x)+c_{a b}^{(\varepsilon)}(x)$ is continuous with modulus $\omega$ in $B_{3 / 4}$, for all $(a, b) \in \mathcal{A} \times \mathcal{B}$ and $\varepsilon \geq 0$.

Hence, in fact, $\left(\hat{\mathcal{I}}_{\varepsilon}\left(u_{\varepsilon}, x\right)\right)_{\varepsilon \geq 0}$ is locally equicontinuous in $B_{1}$, and

$$
\begin{equation*}
\hat{\mathcal{I}}_{\varepsilon}\left(u_{\varepsilon}, x\right) \rightarrow 0 \quad \text { locally uniformly in } B_{1}, \tag{3.4.21}
\end{equation*}
$$

(recall $f \equiv 0$ ) as well as

$$
\begin{equation*}
\hat{\mathcal{I}}_{\varepsilon}(0, x) \rightarrow \mathcal{I}(0, x) \quad \text { locally uniformly in } B_{1} . \tag{3.4.22}
\end{equation*}
$$

[^24]Step 2: We now consider, for any $\varepsilon>0$ fixed, a finite collection of points $G_{\varepsilon}:=\left\{y_{1}, \ldots, y_{N_{\varepsilon}}\right\}$ with $y_{i} \in B_{3 / 4}$ for $1 \leq i \leq N_{\varepsilon}$ such that $\operatorname{dist}\left(z, G_{\varepsilon}\right) \leq \zeta$ for all $z \in B_{3 / 4}$, where $\zeta=\zeta(\varepsilon)$ is chosen small enough so that $\omega(\zeta) \leq \varepsilon / 4$ (where $\omega$ is the modulus of continuity of the previous step).

We want to take a finite redefinition of $\hat{\mathcal{I}}_{\varepsilon}$ such that its value at $u_{\varepsilon}$ and 0 is not altered too much. Namely, for any $y_{i} \in G_{\varepsilon}$, we consider $b_{i}, b_{N_{\varepsilon}+i} \in \mathcal{B}$ such that if we define

$$
\mathcal{G}_{i}(v, x):=\sup _{a \in \mathcal{A}}\left\{-\mathcal{L}_{a b_{i}} v(x)+c_{a b_{i}}^{(\varepsilon)}(x)\right\} \quad \text { for } \quad 1 \leq i \leq 2 N_{\varepsilon}
$$

then

$$
\begin{aligned}
0 & \leq \mathcal{G}_{i}\left(u_{\varepsilon}, y_{i}\right)-\hat{\mathcal{I}}_{\varepsilon}\left(u_{\varepsilon}, y_{i}\right) \\
0 \leq \mathcal{G}_{N_{\varepsilon}+i}\left(0, y_{i}\right)-\hat{\mathcal{I}}_{\varepsilon}\left(0, y_{i}\right) & \leq \varepsilon / 4 \quad \text { for } \quad 1 \leq i \leq N_{\varepsilon}
\end{aligned}
$$

Together with the fact that $\mathcal{G}_{i}(v, x) \geq \hat{\mathcal{I}}_{\varepsilon}(v, x)$ in $\mathbb{R}^{n}$ for all $1 \leq i \leq 2 N_{\varepsilon}$, and from the choice of $\zeta$, we have

$$
\begin{align*}
& 0 \leq \inf _{1 \leq i \leq 2 N_{\varepsilon}} \mathcal{G}_{i}\left(u_{\varepsilon}, x\right)-\hat{\mathcal{I}}_{\varepsilon}\left(u_{\varepsilon}, x\right) \leq \varepsilon / 2  \tag{3.4.23}\\
& 0 \leq \inf _{1 \leq i \leq 2 N_{\varepsilon}} \mathcal{G}_{i}(0, x)-\hat{\mathcal{I}}_{\varepsilon}(0, x) \\
& 0 \varepsilon / 2
\end{align*} \quad \text { in } \quad B_{3 / 4}, \quad \text { in } \quad B_{3 / 4}
$$

Similarly, for each $1 \leq i \leq 2 N_{\varepsilon}$ fixed, and for any $y_{j} \in G_{\varepsilon}$ we consider $a_{i j}, a_{i, N_{\varepsilon}+j} \in \mathcal{A}$ such that

$$
\begin{aligned}
\left|-\mathcal{L}_{a_{i j} b_{i}} u_{\varepsilon}\left(y_{j}\right)+c_{a_{i, j} b_{i}}^{(\varepsilon)}\left(y_{j}\right)-\mathcal{G}_{i}\left(u_{\varepsilon}, y_{j}\right)\right| & \leq \varepsilon / 4 \\
\left|c_{a_{i, N_{\varepsilon}+j} b_{i}}^{(\varepsilon)}\left(y_{j}\right)-\mathcal{G}_{i}\left(0, y_{j}\right)\right| & \leq \varepsilon / 4 \quad \text { for } \quad 1 \leq j \leq N_{\varepsilon}
\end{aligned}
$$

In particular, again by the choice of $\zeta$ above, we have that

$$
\begin{aligned}
&\left|\sup _{1 \leq j \leq 2 N_{\varepsilon}}\left\{-\mathcal{L}_{a_{i j} b_{i}} u_{\varepsilon}(x)+c_{a_{i j} b_{i}}^{(\varepsilon)}(x)\right\}-\mathcal{G}_{i}\left(u_{\varepsilon}, x\right)\right| \leq \varepsilon / 2 \quad \text { in } \quad B_{3 / 4} \\
& \mid \sup _{1 \leq j \leq 2 N_{\varepsilon}} c_{a_{i j} b_{i}}^{(\varepsilon)}(x)-\mathcal{G}_{i}(0, x) \mid \leq \varepsilon / 2 \quad \text { in } \quad B_{3 / 4}
\end{aligned}
$$

Combined with 3.4.23 we get

$$
\begin{aligned}
& \quad \inf _{1 \leq i \leq 2 N_{\varepsilon}} \sup _{1 \leq j \leq 2 N_{\varepsilon}}\left\{-\mathcal{L}_{a_{i j} b_{i}} u_{\varepsilon}(x)+c_{a_{i j} b_{i}}^{(\varepsilon)}(x)\right\}-\hat{\mathcal{I}}_{\varepsilon}\left(u_{\varepsilon}, x\right) \mid \leq \varepsilon \quad \text { in } \quad B_{3 / 4} \\
& \left|\inf _{1 \leq i \leq 2 N_{\varepsilon}} \sup _{1 \leq j \leq 2 N_{\varepsilon}}\left\{c_{a_{i j} b_{i}}^{(\varepsilon)}(x)\right\}-\hat{\mathcal{I}}_{\varepsilon}(0, x)\right| \leq \varepsilon \quad \text { in } \quad B_{3 / 4}
\end{aligned}
$$

Thus, we can define

$$
\mathcal{I}_{\varepsilon}^{*}(v, x):=\inf _{1 \leq i \leq 2 N_{\varepsilon}} \sup _{1 \leq j \leq 2 N_{\varepsilon}}\left\{-\tilde{\mathcal{L}}_{i j} v(x)+\tilde{c}_{i j}^{(\varepsilon)}(x)\right\}
$$

where

$$
\tilde{\mathcal{L}}_{i j}:=\mathcal{L}_{a_{i j} b_{i}} \in \mathfrak{L}_{s}(\lambda, \Lambda) \quad \text { and } \quad \tilde{c}_{i j}^{(\varepsilon)}=c_{a_{i j} b_{i}}^{(\varepsilon)} \quad \text { for all } \quad 1 \leq i, j \leq 2 N_{\varepsilon}
$$

and we have that

$$
\begin{align*}
& \left|\mathcal{I}_{\varepsilon}^{*}\left(u_{\varepsilon}, x\right)-\hat{\mathcal{I}}_{\varepsilon}\left(u_{\varepsilon}, x\right)\right| \leq \varepsilon \quad \text { in } \quad B_{3 / 4},  \tag{3.4.24}\\
& \left|\mathcal{I}_{\varepsilon}^{*}(0, x)-\hat{\mathcal{I}}_{\varepsilon}(0, x)\right| \leq \varepsilon \quad \text { in } \quad B_{3 / 4} .
\end{align*}
$$

The key difference now is that $\mathcal{I}_{\varepsilon}^{*}$ is a finite inf sup.
Step 3: Let us denote, for the sake of readability, $N:=2 N_{\varepsilon}$. We define $F_{\varepsilon}: \mathbb{R}^{N \times N} \rightarrow \mathbb{R}$ as

$$
F_{\varepsilon}\left(\left\{x_{i j}\right\}_{1 \leq i, j \leq N}\right)=F_{\varepsilon}\left(\begin{array}{cccc}
x_{11} & x_{12} & \ldots & x_{1 N} \\
x_{21} & x_{22} & \ldots & x_{2 N} \\
\vdots & \vdots & \ddots & \vdots \\
x_{N 1} & x_{N 2} & \ldots & x_{N N}
\end{array}\right)=\inf _{1 \leq i \leq N} \sup _{1 \leq j \leq N} x_{i j},
$$

so that

$$
\begin{equation*}
\mathcal{I}_{\varepsilon}^{*}(v, x)=F_{\varepsilon}\left(\left\{-\tilde{\mathcal{L}}_{i j} v(x)+\tilde{c}_{i j}^{(\varepsilon)}(x)\right\}_{1 \leq i, j \leq N}\right) . \tag{3.4.25}
\end{equation*}
$$

Then, $F_{\varepsilon}$ is a piecewise linear function with $\left|\nabla F_{\varepsilon}\right|=1$ almost everywhere and such that for a.e. $x \in \mathbb{R}^{N \times N}, \nabla F_{\varepsilon}(x) \in\left\{\boldsymbol{e}_{i j}\right\}_{1 \leq i, j \leq N}$, where $\boldsymbol{e}_{i j} \in \mathbb{R}^{N \times N}$ is the matrix with $\left(\boldsymbol{e}_{i j}\right)_{i j}=1$ and $\left(\boldsymbol{e}_{i j}\right)_{k \ell}=0$ for all $(k, \ell) \neq(i, j)$.

In particular, by considering a regularization $F_{\varepsilon}^{r}:=F_{\varepsilon} * \varphi_{\varepsilon}$, where $\varphi_{\varepsilon} \in C_{c}^{\infty}\left(B_{\varepsilon}\right)$ with $B_{\varepsilon} \in \mathbb{R}^{N \times N}$ (see (3.4.16)-3.4.17) we have that $F_{\varepsilon}^{r} \in$ $C^{\infty}\left(\mathbb{R}^{N \times N}\right)$ with

$$
\operatorname{Grad}\left(F_{\varepsilon}^{r}\right):=\bigcup_{x \in \mathbb{R}^{N \times N}} \nabla F_{\varepsilon}^{r}(x) \subset \partial \operatorname{Conv}\left(\left\{\boldsymbol{e}_{i j}\right\}_{1 \leq i, j \leq N}\right)
$$

where $\operatorname{Conv}(A)$ denotes the convex hull of $A \in \mathbb{R}^{N \times N}$. Since $\left|\nabla F_{\varepsilon}\right| \leq 1$,

$$
\begin{equation*}
\left\|F_{\varepsilon}-F_{\varepsilon}^{r}\right\|_{L^{\infty}\left(\mathbb{R}^{N \times N}\right)} \leq \varepsilon, \tag{3.4.26}
\end{equation*}
$$

and we can write it as

$$
F_{\varepsilon}^{r}(x)=\inf _{z \in \mathbb{R}^{N \times N}} \sup _{M \in \operatorname{Grad}\left(F_{\varepsilon}^{r}\right)}\left\{M \cdot x-M \cdot z+F_{\varepsilon}^{r}(z)\right\} .
$$

(This representation is valid for any Lipschitz function, see Lemma 3.4.15.) We then define

$$
\begin{equation*}
\mathcal{I}_{\varepsilon}(v, x):=F_{\varepsilon}^{r}\left(\left\{-\tilde{\mathcal{L}}_{i j} v(x)+\tilde{c}_{i j}^{(\varepsilon)}(x)\right\}_{1 \leq i, j \leq N}\right) \tag{3.4.27}
\end{equation*}
$$

so that $8^{8}$

$$
\begin{align*}
& \mathcal{I}_{\varepsilon}(v, x)=\inf _{z \in \mathbb{R}^{N \times N}} \sup _{M \in \operatorname{Grad}\left(F_{\varepsilon}^{r}\right)}\left\{\sum_{i, j=1}^{N}\left(-M_{i j} \tilde{\mathcal{L}}_{i j} v(x)+M_{i j} \tilde{c}_{i j}^{(\varepsilon)}(x)\right)+C_{M, z}^{\varepsilon}\right\}  \tag{3.4.28}\\
& =\inf _{z \in \mathbb{R}^{N \times N}} \sup _{M \in \operatorname{Grad}\left(F_{\varepsilon}^{r}\right)}\left\{-\left(\sum_{i, j=1}^{N} M_{i j} \tilde{\mathcal{L}}_{i j}\right) v(x)+\left(\sum_{i, j=1}^{N} M_{i j} \tilde{c}_{i j}^{(\varepsilon)}(x)+C_{M, z}^{\varepsilon}\right)\right\},
\end{align*}
$$

where

$$
C_{M, z}^{\varepsilon}:=F_{\varepsilon}^{r}(z)-M \cdot z .
$$

In particular, since $\sum_{i, j=1}^{N} M_{i j}=1, M_{i j} \geq 0$, and $\mathfrak{L}_{s}(\lambda, \Lambda)$ is convex, we have that $\mathcal{I}_{\varepsilon} \in \mathfrak{I}_{s}(\lambda, \Lambda)$ with

$$
\mathcal{I}(v, x)=\inf _{b \in \hat{\mathcal{B}}} \sup _{a \in \hat{\mathcal{A}}}\left\{-\hat{\mathcal{L}}_{a b}^{(\varepsilon)} v(x)+\hat{c}_{a b}^{(\varepsilon)}(x)\right\}, \quad \hat{\mathcal{L}}_{a b}^{(\varepsilon)} \in \mathfrak{L}_{s}(\lambda, \Lambda)
$$

and where $\hat{c}_{a b}^{(\varepsilon)}$ are equicontinuous with modulus $\sigma$ (the same as for $c_{a b}$ ).
Step 4: To finish, we notice that by the chain rule, since $\tilde{\mathcal{L}}_{i j} u_{\varepsilon}, \tilde{c}_{i j}^{(\varepsilon)} \in C^{\infty}\left(\mathbb{R}^{n}\right)$, it follows from (3.4.27) that $\mathcal{I}_{\varepsilon}\left(u_{\varepsilon}, x\right) \in C^{\infty}\left(\mathbb{R}^{n}\right)$.

Moreover, thanks to (3.4.26)-(3.4.25) together with (3.4.24) and (3.4.21)3.4.22, we have

$$
\begin{array}{ll}
\mathcal{I}_{\varepsilon}\left(u_{\varepsilon}, x\right) \rightarrow 0 & \text { uniformly in } B_{3 / 4} \\
\mathcal{I}_{\varepsilon}(0, x) \rightarrow \mathcal{I}(0, x) & \text { uniformly in } B_{3 / 4}
\end{array}
$$

This completes the proof.
With this, we can complete the approximation result by $C_{c}^{\infty}$ solutions:
Proof of Theorem 3.4.1. By defining the operator $\mathcal{J}(\cdot, x):=\mathcal{I}(\cdot, x)-$ $f(x)$, we consider first the sequence of functions $u^{(\varepsilon)}$ from Proposition 3.4.9 applied with operator $\mathcal{J}$ in $B_{5 / 6}$ (after a scaling argument), so $u^{(\varepsilon)} \in$ $C^{2 s+\delta}\left(B_{5 / 6}\right) \cap C_{c}^{\delta}\left(\mathbb{R}^{n}\right)$. Notice that this also generates a sequence of operators $\hat{\mathcal{J}}_{\varepsilon}(\cdot, x)=\hat{\mathcal{I}}_{\varepsilon}(\cdot, x)-\left(f * \varphi_{\varepsilon}\right)(x)$, so that if $\mathcal{I}$ had modulus $\sigma$, so do $\hat{\mathcal{I}}_{\varepsilon}$ (see 3.4.18).

Each $u^{(\varepsilon)}$ can then be regularized by applying Proposition 3.4 (rescaled to $B_{5 / 6}$ ), which together with a diagonal argument yields the desired result.

[^25]Remark 3.4.16. In Theorem 3.4.1 we have that, in fact, $f_{\varepsilon}=f * \varphi_{\varepsilon}$. Furthermore, notice that from the proof of Proposition 3.4.14, and more precisely, from the representation (3.4.28) together with Lemma 3.4.4 we have that if $\mathcal{I} \in \mathfrak{I}_{s}(\lambda, \Lambda ; \theta)$ for some $\theta \in(0,1)$, then $\mathcal{I}_{\varepsilon} \in \mathfrak{I}_{s}(\lambda, \Lambda ; \theta)$ as well, with $\left[\mathcal{I}_{\varepsilon}\right]_{C^{\theta}} \leq C[\mathcal{I}]_{C^{\theta}}$, and $C$ depending only on $n, s, \lambda, \Lambda$, and $\theta$. Finally, also from (3.4.28), if $\mathcal{I}$ is of the form (3.4.1), and $\mathcal{I}_{\varepsilon}$ is of the form

$$
\mathcal{I}_{\varepsilon}(u, x)=\inf _{b^{\prime} \in \mathcal{B}_{\varepsilon}} \sup _{a^{\prime} \in \mathcal{A}_{\varepsilon}}\left\{-\mathcal{L}_{a^{\prime} b^{\prime}}^{(\varepsilon)} u(x)+c_{a^{\prime} b^{\prime}}^{(\varepsilon)}(x)\right\}, \quad \mathcal{L}_{a^{\prime} b^{\prime}} \in \mathfrak{L}_{s}(\lambda, \Lambda),
$$

then for any $\left(a^{\prime}, b^{\prime}\right) \in \mathcal{A}_{\varepsilon} \times \mathcal{B}_{\varepsilon}$,

$$
\left[c_{a^{\prime} b^{\prime}}^{(\varepsilon)}\right]_{C^{\mu}\left(\mathbb{R}^{n}\right)} \leq \sup _{(a, b) \in \mathcal{A} \times \mathcal{B}}\left[c_{a b}\right]_{C^{\mu}\left(\mathbb{R}^{n}\right)}
$$

for $\mu>0, \mu \notin \mathbb{N}$.

### 3.5. Interior regularity results

After having proved the existence, uniqueness, and approximation of (viscosity) solutions to fully nonlinear equations of the type $\mathcal{I}(u, x)=0$ in $\Omega \subset \mathbb{R}^{n}$, we now turn our attention to their regularity. For this, we will use the Harnack inequalities and the Hölder estimates that we established in the previous section.

For second-order (uniformly elliptic) fully nonlinear PDE of the form

$$
\begin{equation*}
F\left(D^{2} u\right)=0 \quad \text { in } \quad \Omega \subset \mathbb{R}^{n} \tag{3.5.1}
\end{equation*}
$$

(i.e., when $s=1$ ), there are two main interior regularity results (see e.g. [33, 102]):

- By the Krylov-Safonov theorem, solutions to fully nonlinear equations (3.5.1) are $C^{1, \alpha}$ in $\Omega$, for some small $\alpha>0$; [158].
- By the Evans-Krylov theorem, if $F$ is concave (or convex) then solutions to (3.5.1) are $C^{2, \alpha}$ in $\Omega$, for some $\alpha>0 ; 87,157$. In particular, they are strong solutions and the equation (3.5.1) holds pointwise.
Here, we will establish the analogous results in the nonlocal setting. These nonlocal regularity estimates were first established by Caffarelli and Silvestre in [43, 44], and later refined by Kriventsov [155] and Serra [202, 203]; see also [208].

We will start by showing the $C^{1, \alpha}$ regularity of solutions to fully nonlinear equations, for some $\alpha>0$ :

$$
\left\{\begin{array}{l}
\mathcal{I}(u, x)=0 \quad \text { in } \quad \Omega, \\
\mathcal{I}(u, x)=\inf _{b} \sup _{a}\left\{-\mathcal{L}_{a b} u+c_{a b}\right\} \quad \Longrightarrow \quad u \in C^{1, \alpha}(\Omega) \\
\text { with } \mathcal{L}_{a b} \in \mathfrak{L}_{s}(\lambda, \Lambda ; \theta)
\end{array}\right.
$$

provided that $\theta \geq \max \{1+\alpha-2 s, 0\}$. We will then show $C^{2 s+\alpha}$ regularity of solutions when the operator $\mathcal{I}$ is concave or convex:

$$
\left\{\begin{array}{l}
\mathcal{I}(u, x)=0 \quad \text { in } \quad \Omega \\
\mathcal{I}(u, x)=\inf _{a}\left\{-\mathcal{L}_{a} u+c_{a}\right\} \quad \Longrightarrow \quad u \in C^{2 s+\alpha}(\Omega) . \\
\text { with } \mathcal{L}_{a} \in \mathfrak{L}_{s}(\lambda, \Lambda ; \alpha)
\end{array}\right.
$$

In particular, solutions are strong and the equation $\mathcal{I}(u, x)=0$ holds pointwise in $\Omega$. We refer to Theorems 3.5.1 and 3.5.3 below for the precise statements.
3.5.1. $C^{1, \alpha}$ regularity. In the following theorem, given $\theta \geq 0$ we consider operators of the form

$$
\begin{equation*}
\mathcal{I}(u, x)=\inf _{b \in \mathcal{B}} \sup _{a \in \mathcal{A}}\left\{-\mathcal{L}_{a b} u(x)+c_{a b}(x)\right\}, \quad \mathcal{L}_{a b} \in \mathfrak{L}_{s}(\lambda, \Lambda ; \theta) \tag{3.5.2}
\end{equation*}
$$

and we prove the $C^{1, \alpha}$ regularity of solutions for all $s \in(0,1)$. In particular, when $s \leq \frac{1}{2}$, this is enough to conclude that solutions are classical or strong.

Theorem 3.5.1. Let $s \in(0,1), \gamma>0$ be given by Theorem 3.3.6, and $\alpha \in(0, \gamma)$. Let $\theta:=(1+\alpha-2 s)_{+}$, and let $\mathcal{I} \in \mathfrak{I}_{s}(\lambda, \Lambda ; \theta)$ be of the form 3.5.2 and satisfying

$$
\begin{equation*}
\sup _{(a, b) \in \mathcal{A} \times \mathcal{B}}\left[c_{a b}\right]_{C^{\theta}\left(\mathbb{R}^{n}\right)} \leq C_{\circ} \tag{3.5.3}
\end{equation*}
$$

where we denote $[\cdot]_{C^{0}}=\operatorname{osc}(\cdot)$.
Let $u \in C\left(B_{1}\right) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ be a viscosity solution of

$$
\mathcal{I}(u, x)=0 \quad \text { in } \quad B_{1}
$$

Then, $u \in C_{\text {loc }}^{1, \alpha}\left(B_{1}\right)$ and

$$
\begin{equation*}
\|u\|_{C^{1+\alpha}\left(B_{1 / 2}\right)} \leq C\left(\|u\|_{L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)}+\mathcal{I}(0,0)+C_{\circ}\right) \tag{3.5.4}
\end{equation*}
$$

for some constant $C$ depending only on $n, s, \alpha, \lambda, \Lambda$, and $[\mathcal{I}]_{C^{\theta}}$ if $\theta>0$.
When the operator $\mathcal{I}$ is local (i.e., $s=1$ ), this $C^{1, \alpha}$ estimate follows by applying iteratively the Hölder estimate from Theorem 3.3.6 to the incremental quotients $\frac{u(x+h)-u(x)}{|h|^{\beta}}$, improving an exponent $\gamma>0$ at each step (see, for example, 102, Chapter 4]). For nonlocal equations, however, one has to take care of the tails of the functions, and this is why the proof of this result is more involved.

The proof we present here is based on a blow-up argument, very similar to the ones we saw in Section 2.4 . For this, we will need the following

Liouville-type theorem (cf. Proposition 2.4.10), where we now consider operators of the form

$$
\begin{equation*}
\mathcal{I}(u, x)=\inf _{b \in \mathcal{B}} \sup _{a \in \mathcal{A}}\left\{-\mathcal{L}_{a b} u(x)+c_{a b}(x)\right\}, \quad \mathcal{L}_{a b} \in \mathfrak{L}_{s}(\lambda, \Lambda) . \tag{3.5.5}
\end{equation*}
$$

Proposition 3.5.2. Let $s \in(0,1), \delta>0, \gamma>0$ be given by Theorem 3.3.6, and let $\alpha \in(0, \gamma)$. Let $\mathcal{I} \in \mathfrak{I}_{s}(\lambda, \Lambda)$ of the form (3.5.5 and satisfying

$$
\sup _{(a, b) \in \mathcal{A} \times \mathcal{B}}\left[c_{a b}\right]_{C^{\theta}\left(\mathbb{R}^{n}\right)} \leq \delta \quad \text { for some } \quad \theta \in[0,1)
$$

where we denote $[\cdot]_{C^{0}}=\operatorname{osc}(\cdot)$.

$$
\begin{gathered}
\text { Assume that } u \in C_{\mathrm{loc}}^{1, \alpha}\left(\mathbb{R}^{n}\right) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right) \text { satisfies }[u]_{C^{1+\alpha}\left(\mathbb{R}^{n}\right)} \leq 1 \text { and } \\
\mathcal{I}(u, x)=0 \quad \text { in } B_{1 / \delta}
\end{gathered}
$$

in the viscosity sense.
Then, for every $\varepsilon_{\circ}>0$, there exists $\delta_{\circ}>0$ depending only on $\varepsilon_{0}, n$, $s$, $\alpha, \theta, \lambda$, and $\Lambda$, such that if $\delta<\delta_{\circ}$,

$$
\|u-\ell\|_{C^{1}\left(B_{1}\right)} \leq \varepsilon_{0},
$$

where $\ell(x)=u(0)+x \cdot \nabla u(0)$.
Proof. We split the proof into two steps.
Step 1: Let us argue by contradiction and let us assume that the statement does not hold. That is, there exists some $\varepsilon_{\circ}>0$ such that for any $k \in \mathbb{N}$, there are $u_{k} \in C_{\mathrm{loc}}^{1+\alpha}\left(\mathbb{R}^{n}\right) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ with $\left[u_{k}\right]_{C^{1+\alpha}\left(\mathbb{R}^{n}\right)} \leq 1$, and $\mathcal{I}_{k} \in \Im_{s}(\lambda, \Lambda)$ of the form

$$
\mathcal{I}_{k}(u, x)=\inf _{b \in \mathcal{B}_{k}} \sup _{a \in \mathcal{A}_{k}}\left\{-\mathcal{L}_{a b}^{(k)} u(x)+c_{a b}^{(k)}(x)\right\}, \quad \mathcal{L}_{a b}^{(k)} \in \mathfrak{L}_{s}(\lambda, \Lambda)
$$

with

$$
\begin{equation*}
\sup _{(a, b) \in \mathcal{A}_{k} \times \mathcal{B}_{k}}\left[c_{a b}^{(k)}\right]_{C^{\theta}\left(\mathbb{R}^{n}\right)} \leq \frac{1}{k}, \tag{3.5.6}
\end{equation*}
$$

and such that

$$
\mathcal{I}_{k}\left(u_{k}, x\right)=0 \quad \text { in } \quad B_{k}
$$

but

$$
\left\|u_{k}-\ell_{k}\right\|_{C^{1}\left(B_{1}\right)} \geq \varepsilon_{0}
$$

where $\ell_{k}(x)=u_{k}(0)+\nabla u_{k}(0) \cdot x$. If we denote $v_{k}:=u_{k}-\ell_{k}$, we have

$$
\begin{equation*}
v_{k}(0)=\left|\nabla v_{k}(0)\right|=0, \tag{3.5.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|v_{k}\right\|_{C^{1}\left(B_{1}\right)} \geq \varepsilon_{\circ} \quad \text { and } \quad\left[v_{k}\right]_{C^{1+\alpha}\left(\mathbb{R}^{n}\right)} \leq 1 . \tag{3.5.8}
\end{equation*}
$$

Up to a subsequence, we know that $v_{k} \rightarrow v$ in $C_{\text {loc }}^{1}\left(\mathbb{R}^{n}\right)$ for some $v$ with $[v]_{C^{1+\alpha}\left(\mathbb{R}^{n}\right)} \leq 1$ (by Arzelà-Ascoli), and satisfying (3.5.7) as well.

In particular, this bound implies that

$$
|v(x)| \leq|x|^{1+\alpha} \quad \text { and } \quad|\nabla v(x)| \leq|x|^{\alpha} \quad \text { in } \quad \mathbb{R}^{n} .
$$

We would like to evaluate $\mathcal{I}(v, x)$. However, when $1+\alpha \geq 2 s$, the function $v$ does not necessarily belong to $L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$, so we cannot evaluate $\mathcal{I}(v, x)$. Still, we would like to show that $v$ solves $\mathcal{I}(v, x)=0$ in some sense. This can be done as follows (cf. the proof of Proposition 2.4.10).

First notice that, since $\mathcal{I}_{k}\left(u_{k}, x\right)=0$ in $B_{k}$ with $\mathcal{I}_{k}$ satisfying (3.5.6), we have that for any $h \in B_{1}$ (using also the ellipticity, Proposition 3.2.15)

$$
\begin{aligned}
\mathcal{M}^{+}\left(v_{k}(x+h)-v_{k}(x)\right) & =\mathcal{M}^{+}\left(u_{k}(x+h)-u_{k}(x)+h \cdot \nabla u_{k}(0)\right) \\
& =\mathcal{M}^{+}\left(u_{k}(x+h)-u_{k}(x)\right) \\
& \geq \mathcal{I}_{k}\left(u_{k}(\cdot+h), x\right) \\
& \geq \mathcal{I}_{k}\left(u_{k}, x+h\right)-\frac{1}{k}|h|^{\theta}=-\frac{1}{k}|h|^{\theta} \quad \text { in } \quad B_{k-1},
\end{aligned}
$$

and, similarly,

$$
\mathcal{M}^{-}\left(v_{k}(x+h)-v_{k}(x)\right) \leq \frac{1}{k}|h|^{\theta} \quad \text { in } \quad B_{k-1} .
$$

Since

$$
\left\|v_{k}(x+h)-v_{k}(x)\right\|_{L^{\infty}\left(B_{\rho}\right)} \leq C\left\|\nabla v_{k}\right\|_{L^{\infty}\left(B_{\rho+1}\right)} \leq C \rho^{\alpha}
$$

for all $\rho>0$, we have $\left\|v_{k}(x+h)-v_{k}(x)\right\|_{L_{\omega_{s}}}^{1}\left(\mathbb{R}^{n}\right) \leq C$ uniformly in $k$ and thus $v_{k}(\cdot-h)-v_{k}$ is converging to $v(\cdot-h)-v$ in $L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ by the dominated convergence theorem. Therefore, we can apply the stability result from Proposition 3.2 .12 (see also Remark 3.2 .13 ) and pass to the limit the previous inequalities to get

$$
\begin{equation*}
\mathcal{M}^{+}(v(x+h)-v(x)) \geq 0 \geq \mathcal{M}^{-}(v(x+h)-v(x)) \quad \text { in } \quad \mathbb{R}^{n} \tag{3.5.9}
\end{equation*}
$$

for all $h \in B_{1}$.
This tells us that the incremental quotients of the limiting function $v$ solve an equation with bounded measurable coefficients.
Step 2: We next prove that any function $u$ satisfying (3.5.8)-(3.5.9) must be affine, and thus we get a contradiction with (3.5.8), since $v(0)=|\nabla v(0)|=0$, (3.5.7). For this, the idea is to apply the estimate from Theorem 3.3.2 in large balls $B_{R}$, with $R \rightarrow \infty$.

Indeed, given $h \in B_{1}$ let us define the function

$$
w(x):=\frac{v(x+h)-v(x)}{|h|} .
$$

Then, by (3.5.9) we have

$$
\mathcal{M}^{+} w \geq 0 \geq \mathcal{M}^{-} w \quad \text { in } \quad \mathbb{R}^{n}
$$

and since $|\nabla v(x)| \leq|x|^{\alpha}$,

$$
|w(x)| \leq 1+|x|^{\alpha} \quad \text { in } \quad \mathbb{R}^{n}
$$

In particular, by Theorem 3.3.2, we have

$$
[w]_{C^{\gamma}\left(B_{1}\right)} \leq C .
$$

Moreover, applying the same result to the rescaled function $w_{\rho}(x)=w(\rho x) / \rho^{\alpha}$, we get

$$
[w]_{C^{\gamma}\left(B_{\rho}\right)} \leq C \rho^{\alpha-\gamma} .
$$

Finally, since $\alpha<\gamma$, letting $\rho \rightarrow \infty$ we deduce that $w \equiv$ constant in $\mathbb{R}^{n}$, which yields that $v$ is affine (see Lemma A.2.1). This gives a contradiction with (3.5.7)-(3.5.8), and thus the result is proved.

We can now give the proof of the $C^{1, \alpha}$ estimates (cf. the proofs of Theorems 2.4.1 and 2.4.3, and Proposition 2.4.4 in subsection 2.4.4):

Proof of Theorem 3.5.1. Let us split the proof into three steps
Step 1: Given an operator $\mathcal{J} \in \mathfrak{I}_{s}(\lambda, \Lambda)$ of the form (3.5.6), let us denote

$$
c_{\theta}(\mathcal{J}):=\sup _{(a, b) \in \mathcal{A} \times \mathcal{B}}\left[c_{a b}\right]_{C^{\theta}\left(\mathbb{R}^{n}\right)} .
$$

We first claim that for any $\delta>0$ and any $u \in C^{1+\alpha}\left(\mathbb{R}^{n}\right)$ we have

$$
\begin{equation*}
[u]_{C^{1+\alpha}\left(B_{1 / 2}\right)} \leq \delta[u]_{C^{1+\alpha}\left(\mathbb{R}^{n}\right)}+C_{\delta}\left(\|u\|_{L^{\infty}\left(B_{1}\right)}+\mathcal{S}(u)\right), \tag{3.5.10}
\end{equation*}
$$

with $C_{\delta}$ depending only on $n, s, \alpha, \delta, \lambda$, and $\Lambda$, where

$$
\mathcal{S}(u):=\inf \left\{c_{\theta}(\mathcal{J}): \begin{array}{l}
\mathcal{J}(u, x)=0 \text { in } B_{1} \text { in the viscosity sense, } \\
\text { for some } \mathcal{J} \in \mathfrak{I}_{s}(\lambda, \Lambda)
\end{array}\right\},
$$

and we set $\mathcal{S}(u)=\infty$ if $u \notin C\left(B_{1}\right) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ or if the set is empty. Indeed, let us apply Lemma 2.4.12 with ${ }^{9} \mathcal{S}$ as above. Then, either (3.5.10) holds, or we have a sequence $u_{k} \in C^{+\alpha}\left(\mathbb{R}^{n}\right)$ and a sequence of operators $\mathcal{I}_{k} \in \Im_{s}(\lambda, \Lambda)$ of the form

$$
\mathcal{I}_{k}(u, x)=\inf _{b \in \mathcal{B}_{k}} \sup _{a \in \mathcal{A}_{k}}\left\{-\mathcal{L}_{a b}^{(k)} u(x)+c_{a b}^{(k)}(x)\right\}, \quad \mathcal{L}_{a b}^{(k)} \in \mathfrak{L}_{s}(\lambda, \Lambda)
$$

such that $\mathcal{I}_{k}\left(u_{k}, x\right)=0$ in $B_{1}$ in the viscosity sense and

$$
\frac{c_{\theta}\left(\mathcal{I}_{k}\right)}{\left[u_{k}\right]_{C^{1+\alpha}\left(B_{1 / 2}\right)}} \leq \frac{2 \mathcal{S}\left(u_{k}\right)}{\left[u_{k}\right]_{C^{1+\alpha}\left(B_{1 / 2}\right)}} \longrightarrow 0,
$$

and there are $r_{k} \rightarrow 0, x_{k} \in B_{1 / 2}$, for which the rescaled functions

$$
v_{k}(x):=\frac{u_{k}\left(x_{k}+r_{k} x\right)}{r_{k}^{1+\alpha}\left[u_{k}\right]_{C^{1+\alpha}\left(\mathbb{R}^{n}\right)}}
$$

[^26]satisfy $\left[v_{k}\right]_{C^{1+\alpha}\left(\mathbb{R}^{n}\right)}=1$ and
\[

$$
\begin{equation*}
\left\|v_{k}-\ell_{k}\right\|_{C^{1}\left(B_{1}\right)}>\frac{\delta}{2} \tag{3.5.11}
\end{equation*}
$$

\]

where $\ell_{k}$ is the first order Taylor expansion of $v_{k}$ at 0 . Moreover, the functions $v_{k}$ solve

$$
\tilde{\mathcal{I}}_{k}\left(v_{k}, x\right)=0 \quad \text { in } \quad B_{1 /\left(2 r_{k}\right)},
$$

where

$$
\tilde{\mathcal{I}}_{k}(v, x)=\inf _{b \in \mathcal{B}_{k}} \sup _{a \in \mathcal{A}_{k}}\left\{-\left(\mathcal{L}_{a b}^{(k)}\right)_{r_{k}} v(x)+r_{k}^{2 s-1-\alpha}\left[u_{k}\right]_{C^{1+\alpha}\left(\mathbb{R}^{n}\right)}^{-1} c_{a b}^{(k)}\left(x_{k}+r_{k} x\right)\right\},
$$

and $\left(\mathcal{L}_{a b}^{(k)}\right)_{r_{k}} \in \mathfrak{L}_{s}(\lambda, \Lambda)$ are the corresponding rescalings from (3.1.8) such that

$$
\left(\mathcal{L}_{a b}^{(k)}\right)_{r_{k}}\left(u\left(x_{k}+r_{k} x\right)\right)=r_{k}^{2 s}\left(\mathcal{L}_{a b}^{(k)} u\right)\left(x_{k}+r_{k} x\right) .
$$

In particular, we have

$$
c_{\theta}\left(\tilde{\mathcal{I}}_{k}\right)=\frac{r_{k}^{2 s+\theta-1-\alpha} c_{\theta}\left(\mathcal{I}_{k}\right)}{\left[u_{k}\right]_{C^{1+\alpha}\left(\mathbb{R}^{n}\right)} \longrightarrow 0 \quad \text { as } \quad k \rightarrow \infty . . . . ~ . ~}
$$

This means that, if $k$ is large enough, then $v_{k}$ satisfies the assumptions of Proposition 3.5.2, and therefore we have

$$
\left\|v_{k}-\ell_{k}\right\|_{C^{1}\left(B_{1}\right)} \leq \frac{\delta}{4}
$$

This contradicts (3.5.11), and thus 3.5 .10 is proved.
Step 2: We next show that for any $u \in C_{\text {loc }}^{1+\alpha}\left(B_{1}\right) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ such that

$$
\mathcal{I}(u, x)=0 \quad \text { in } \quad B_{1},
$$

for some $\mathcal{I} \in \mathfrak{I}_{s}(\lambda, \Lambda ; \theta)$ of the form (3.5.2)-(3.5.3), we have (3.5.4). We proceed as in the proof of Theorem 2.4.1 on page 106

Let $\eta \in C_{c}^{\infty}\left(B_{1}\right)$ be such that $\eta \equiv 1$ in $B_{1 / 2}$, and apply (3.5.10) to u $\eta$. That is, for any $\delta>0$ there exists some $C_{\delta}$ such that

$$
[u]_{C^{1+\alpha}\left(B_{1 / 2}\right)} \leq \delta[\eta u]_{C^{1+\alpha}\left(B_{1}\right)}+C_{\delta}\left(\|u\|_{L^{\infty}\left(B_{1}\right)}+\mathcal{S}(\eta u)\right) .
$$

Now, since $\mathcal{I}(u, x)=0$ in $B_{1}$, we have that

$$
\tilde{\mathcal{I}}(\eta u, x)=0 \quad \text { in } \quad B_{1},
$$

where $\tilde{\mathcal{I}} \in \Im_{s}(\lambda, \Lambda ; \theta)$ is of the form

$$
\tilde{\mathcal{I}}(v, x)=\inf _{b \in \mathcal{B}} \sup _{a \in \mathcal{A}}\left\{-\mathcal{L}_{a b} v(x)+\tilde{c}_{a b}(x)\right\}, \quad \mathcal{L}_{a b} \in \mathfrak{L}_{s}(\lambda, \Lambda ; \theta),
$$

and $\tilde{c}_{a b}(x)$ can be expressed in terms of $c_{a b}$ from the definition of $\mathcal{I}$ as

$$
\tilde{c}_{a b}(x)=c_{a b}(x)+\mathcal{L}_{a b}(\eta u-u)(x) .
$$

In particular, by Lemma 3.1.12 and since $\eta u-u \equiv 0$ in $B_{2}$, we have

$$
\left[\tilde{c}_{a b}\right]_{C^{\theta}\left(B_{1}\right)} \leq\left[c_{a b}\right]_{C^{\theta}\left(B_{1}\right)}+C\|(\eta-1) u\|_{L_{w_{s}}^{1}\left(\mathbb{R}^{n}\right)}
$$

and taking a $C^{\theta}$ extension to $\mathbb{R}^{n}$ we obtain

$$
\mathcal{S}(\eta u) \leq c_{\theta}(\tilde{\mathcal{I}}) \leq c_{\theta}(\mathcal{I})+C\|(\eta-1) u\|_{L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)} \leq C_{\circ}+C\|u\|_{L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)} .
$$

Thus, up to making $\delta$ smaller (see Proposition A.3.4) we get

$$
[u]_{C^{1+\alpha}\left(B_{1 / 2}\right)} \leq \delta[u]_{C^{1+\alpha}\left(B_{1}\right)}+C_{\delta}\left(\|u\|_{L^{\infty}\left(B_{1}\right)}+\|u\|_{L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)}+C_{\circ}\right),
$$

which, as in Step 2 in the proof of Theorem 2.4.1, implies

$$
[u]_{C^{1+\alpha}\left(B_{1 / 2}\right)} \leq C\left(\|u\|_{L^{\infty}\left(B_{1}\right)}+\|u\|_{L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)}+C_{\circ}\right) .
$$

Now by a rescaling and covering argument we can actually write the bound in $B_{1 / 2}$ and $B_{3 / 4}$ as

$$
[u]_{C^{1+\alpha}\left(B_{1 / 2}\right)} \leq C\left(\|u\|_{L^{\infty}\left(B_{3 / 4}\right)}+\|u\|_{L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)}+C_{\circ}\right) .
$$

We finish by noticing that

$$
\mathcal{M}^{+} u \geq \mathcal{I}(u, x)-\mathcal{I}(0, x)=-\mathcal{I}(0, x) \geq \mathcal{M}^{-} u
$$

in the viscosity sense, and hence by Theorem 3.3.6 (again, after a covering argument) we get

$$
\|u\|_{L^{\infty}\left(B_{3 / 4}\right)} \leq C\left(\|u\|_{L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)}+\|\mathcal{I}(0, x)\|_{L^{\infty}\left(B_{1}\right)}\right) .
$$

Since $\|\mathcal{I}(0, x)\|_{L^{\infty}\left(B_{1}\right)} \leq|\mathcal{I}(0,0)|+C_{\circ}$ this implies

$$
\begin{equation*}
[u]_{C^{1+\alpha}\left(B_{1 / 2}\right)} \leq C\left(\|u\|_{L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)}+|\mathcal{I}(0,0)|+C_{0}\right) \tag{3.5.12}
\end{equation*}
$$

for any $u \in C^{1+\alpha}\left(B_{1}\right) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$, as we wanted.
Step 3: We finally show by approximation that (3.5.4) holds for any viscosity solution $u \in C\left(B_{1}\right) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ to $\mathcal{I}(u, x)=0$ in $B_{1}$, with $\mathcal{I} \in \mathfrak{I}_{s}(\lambda, \Lambda ; \theta)$ of the form (3.5.2)-(3.5.3). Indeed, by Proposition 3.4.3 we can find a sequence $u^{(\varepsilon)} \in C_{\text {loc }}^{2 s+\theta}\left(B_{3 / 4}\right)$ such that

$$
\left\{\begin{array}{rlll}
\mathcal{I}_{\varepsilon}\left(u^{(\varepsilon)}, x\right) & =0 & \text { in } & B_{3 / 4} \\
u^{(\varepsilon)} & =u & \text { in } & \mathbb{R}^{n} \backslash B_{3 / 4}
\end{array}\right.
$$

for some sequence of operators $\mathcal{I}_{\varepsilon}$ that satisfy the same hypotheses as $\mathcal{I}$ (up to universal constants), and

$$
u^{(\varepsilon)} \rightarrow u \quad \text { locally uniformly in } B_{3 / 4} .
$$

In particular, since $\theta=(1+\alpha-2 s)_{+}$, we have that $2 s+\theta \geq 1+\alpha$ and we can apply the a priori estimates from (3.5.12) to deduce

$$
\left[u^{(\varepsilon)}\right]_{C^{1+\alpha}\left(B_{1 / 2}\right)} \leq C\left(\left\|u^{(\varepsilon)}\right\|_{L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)}+|\mathcal{I}(0,0)|+C_{\circ}\right)
$$

(where we also used that, from Proposition 3.4.3, $\mathcal{I}_{\varepsilon}(0,0)=\mathcal{I}(0,0)$ ). Moreover, thanks to (3.4.4) we get

$$
\left\|u^{(\varepsilon)}\right\|_{C^{1+\alpha}\left(B_{1 / 2}\right)} \leq C\left(\|u\|_{L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)}+|\mathcal{I}(0,0)|+C_{0}\right) .
$$

Since the right-hand side is independent of $\varepsilon$, and $u^{(\varepsilon)}$ converges locally uniformly to $u$ in $B_{3 / 4}$, the limit has the same bound,

$$
\|u\|_{C^{1+\alpha}\left(B_{1 / 2}\right)} \leq C\left(\|u\|_{L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)}+|\mathcal{I}(0,0)|+C_{\circ}\right)
$$

as we wanted to see.
3.5.2. $C^{2 s+\alpha}$ regularity for concave equations. We will now consider operators of the form

$$
\begin{equation*}
\mathcal{I}(u, x)=\inf _{a \in \mathcal{A}}\left\{-\mathcal{L}_{a} u(x)+c_{a}(x)\right\}, \quad \mathcal{L}_{a} \in \mathfrak{L}_{s}(\lambda, \Lambda ; \alpha), \tag{3.5.13}
\end{equation*}
$$

for some $\alpha \in[0,1)$. Observe that, with this definition, the operators satisfy

$$
\begin{equation*}
\mathcal{I}\left(t u_{1}+(1-t) u_{2}, x\right) \geq t \mathcal{I}\left(u_{1}, x\right)+(1-t) \mathcal{I}\left(u_{2}, x\right) \quad \text { for } \quad t \in(0,1) \tag{3.5.14}
\end{equation*}
$$

that is, they are concave.
The next result shows that solutions are $C^{2 s+\alpha}$ for some small $\alpha>0$, and in particular they are strong solutions. This is the nonlocal analogue of the celebrated Evans-Krylov theorem.

Theorem 3.5.3. Let $s \in\left(\frac{1}{2}, 1\right)$, and $0<\lambda \leq \Lambda$. There exists $\alpha_{\circ}>0$ depending only on $n, s, \lambda$, and $\Lambda$, such that the following statement holds:

Let $\alpha \in\left(0, \alpha_{\circ}\right)$, and let $\mathcal{I} \in \mathfrak{I}_{s}(\lambda, \Lambda ; \alpha)$ be of the form (3.5.13) and satisfying

$$
\sup _{a \in \mathcal{A}}\left[c_{a}\right]_{C^{\alpha}\left(\mathbb{R}^{n}\right)} \leq C_{0} .
$$

Assume that $u \in C\left(B_{1}\right) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ satisfies

$$
\mathcal{I}(u, x)=0 \quad \text { in } B_{1}
$$

in the viscosity sense. Then, $u \in C_{\text {loc }}^{2 s+\alpha}\left(B_{1}\right)$ and

$$
\|u\|_{C^{2 s+\alpha}\left(B_{1 / 2}\right)} \leq C\left(\|u\|_{L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)}+|\mathcal{I}(0,0)|+C_{\circ}\right),
$$

for some constant $C$ depending only on $n, s, \alpha, \lambda$, and $\Lambda$.
Notice that we prove the $C^{2 s+\alpha}$ estimate for $s>\frac{1}{2}$; otherwise the $C^{1, \alpha}$ estimate from Theorem 3.5.1 is stronger.

The proof of this result will also be based on a blow-up and compactness argument. However, in this case the Liouville-type theorem we need to prove is highly nontrivial (it was proved in [44, 203]). As in the $C^{1, \alpha}$ regularity,
such Liouville theorem holds for operators with no regularity assumption on the kernels,

$$
\begin{equation*}
\mathcal{I}(u, x)=\inf _{a \in \mathcal{A}}\left\{-\mathcal{L}_{a} u(x)+c_{a}(x)\right\}, \quad \mathcal{L}_{a} \in \mathfrak{L}_{s}(\lambda, \Lambda) . \tag{3.5.15}
\end{equation*}
$$

Proposition 3.5.4. Let $s \in\left(\frac{1}{2}, 1\right)$ and $0<\lambda \leq \Lambda$. There exists $\alpha_{\circ}>0$ depending only on $n, s, \lambda$, and $\Lambda$, such that the following statement holds:

Let $\delta>0$, and $\alpha \in\left(0, \alpha_{\circ}\right)$ with that $2 s+\alpha \notin \mathbb{N}$. Let $\mathcal{I} \in \mathfrak{I}_{s}(\lambda, \Lambda)$ be a concave operator of the form (3.5.15) and satisfying

$$
\sup _{a \in \mathcal{A}}\left[c_{a}\right]_{C^{\alpha}\left(\mathbb{R}^{n}\right)} \leq \delta .
$$

$$
\begin{aligned}
& \text { Assume that } u \in C_{\mathrm{loc}}^{2 s+\alpha}\left(\mathbb{R}^{n}\right) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right) \text { satisfies }[u]_{C^{2 s+\alpha}\left(\mathbb{R}^{n}\right)} \leq 1 \text { and } \\
& \mathcal{I}(u, x)=0 \quad \text { in } B_{1 / \delta}
\end{aligned}
$$

in the viscosity sense.
Then, for every $\varepsilon_{0}>0$, there exists $\delta_{\circ}>0$ depending only on $\varepsilon_{0}, n, s$, $\alpha, \lambda$, and $\Lambda$, such that if $\delta<\delta_{0}$,

$$
\|u-p\|_{C^{\nu}\left(B_{1}\right)} \leq \varepsilon_{0},
$$

where $p$ is the Taylor polynomial of $u$ at 0 of order $\nu:=\lfloor 2 s+\alpha\rfloor$.
Proof. The value of $\alpha$ 。 will be fixed later in the proof. We divide the proof into five steps.
Step 1: Let us argue by contradiction and let us assume that the statement does not hold for a given $\alpha>0$. That is, there exists some $\varepsilon_{0}>0$ such that for any $k \in \mathbb{N}$, there are $u_{k} \in C_{\text {loc }}^{2 s+\alpha}\left(\mathbb{R}^{n}\right) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ with $\left[u_{k}\right]_{C^{2 s+\alpha}\left(\mathbb{R}^{n}\right)} \leq 1$, and $\mathcal{I}_{k} \in \mathfrak{I}_{s}(\lambda, \Lambda)$ of the form

$$
\begin{equation*}
\mathcal{I}_{k}(u, x)=\inf _{a \in \mathcal{A}_{k}}\left\{-\mathcal{L}_{a}^{(k)} u(x)+c_{a}^{(k)}(x)\right\}, \quad \mathcal{L}_{a}^{(k)} \in \mathfrak{L}_{s}(\lambda, \Lambda), \tag{3.5.16}
\end{equation*}
$$

with

$$
\begin{equation*}
\sup _{a \in \mathcal{A}_{k}}\left[c_{a}^{(k)}\right]_{C^{\alpha}\left(\mathbb{R}^{n}\right)} \leq \frac{1}{k}, \tag{3.5.17}
\end{equation*}
$$

and such that

$$
\mathcal{I}_{k}\left(u_{k}, x\right)=0 \quad \text { in } \quad B_{k}
$$

but

$$
\left\|u_{k}-p_{k}\right\|_{C^{\nu}\left(B_{1}\right)} \geq \varepsilon_{0}
$$

where $p_{k}$ is the Taylor polynomial of $u_{k}$ at 0 of order $\nu$ (i.e., either linear or quadratic). If we denote $v_{k}:=u_{k}-p_{k}$, we have

$$
\begin{equation*}
v_{k}(0)=\left|\nabla v_{k}(0)\right|=\left|D^{\nu} v_{k}(0)\right|=0, \tag{3.5.18}
\end{equation*}
$$

and

$$
\left\|v_{k}\right\|_{C^{\nu}\left(B_{1}\right)} \geq \varepsilon_{0} \quad \text { and } \quad\left[v_{k}\right]_{C^{2 s+\alpha}\left(\mathbb{R}^{n}\right)} \leq 1
$$

For any $\alpha^{\prime}<\alpha$, up to a subsequence we know that $v_{k} \rightarrow v$ in $C_{\text {loc }}^{2 s+\alpha^{\prime}}\left(\mathbb{R}^{n}\right)$, for some $v$ with

$$
\begin{equation*}
\|v\|_{C^{\nu}\left(B_{1}\right)} \geq \varepsilon_{0} \quad \text { and } \quad[v]_{C^{2 s+\alpha}\left(\mathbb{R}^{n}\right)} \leq 1, \tag{3.5.19}
\end{equation*}
$$

and satisfying 3.5.18) as well,

$$
\begin{equation*}
v(0)=|\nabla v(0)|=\left|D^{\nu} v(0)\right|=0 \tag{3.5.20}
\end{equation*}
$$

In particular, this bound implies that

$$
\begin{equation*}
|v(x)| \leq|x|^{2 s+\alpha} \quad \text { and } \quad|\nabla v(x)| \leq|x|^{2 s+\alpha-1} \quad \text { in } \quad \mathbb{R}^{n} \tag{3.5.21}
\end{equation*}
$$

Now, as in the proof of Proposition 3.5.2, the function $v$ does not necessarily belong to $L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$, so we cannot evaluate $\mathcal{I}(v, x)$. We proceed by taking incremental quotients instead, which thanks to (3.5.21) belong to $L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$. Thus, proceeding exactly as in the proof of Proposition 3.5.2, for any $h \in B_{1}$ we have

$$
\begin{equation*}
\mathcal{M}^{+}(v(x+h)-v(x)) \geq 0 \geq \mathcal{M}^{-}(v(x+h)-v(x)) \quad \text { in } \quad \mathbb{R}^{n} \tag{3.5.22}
\end{equation*}
$$

This somehow tells us that the limiting function $u$ solves a fully nonlinear equation. However we still have not used the fact that $\mathcal{I}$ is a concave operator. For this, notice that for any nonnegative $\mu \in L^{1}\left(\mathbb{R}^{n}\right)$ with compact support in $B_{\rho}$ and $\int_{\mathbb{R}^{n}} \mu=1$, we have by concavity of $\mathcal{I}_{k}$, 3.5.14) (using Jensen's inequality for integrals, since all the terms are well-defined)

$$
\mathcal{I}_{k}\left(\int_{\mathbb{R}^{n}} u_{k}(\cdot+h) d \mu(h), x\right) \geq \int_{\mathbb{R}^{n}} \mathcal{I}_{k}\left(u_{k}(\cdot+h), x\right) d \mu(h) \quad \text { in } \quad B_{k-\rho} .
$$

Notice, also, that from (3.5.16)-(3.5.17), we know

$$
\mathcal{I}_{k}\left(u_{k}(\cdot+h), x\right) \geq \mathcal{I}_{k}\left(u_{k}, x\right)-\frac{1}{k}|h|^{\alpha}=-\frac{1}{k}|h|^{\alpha} \quad \text { in } \quad B_{k-|h|} .
$$

On the other hand, by ellipticity (Proposition 3.2.15) we have

$$
\begin{aligned}
\mathcal{M}^{+}\left(\int_{\mathbb{R}^{n}} u_{k}(x+h) d \mu(h)-u_{k}(x)\right) & \geq \mathcal{I}_{k}\left(\int_{\mathbb{R}^{n}} u_{k}(\cdot+h) d \mu(h), x\right) \\
& \geq-\frac{1}{k} \int_{\mathbb{R}^{n}}|h|^{\alpha} d \mu(h) \quad \text { in } \quad B_{k-\rho} .
\end{aligned}
$$

Finally, notice that since $2 s>1$ this implies

$$
\mathcal{M}^{+}\left(\int_{\mathbb{R}^{n}} v_{k}(x+h) d \mu(h)-v_{k}(x)\right) \geq-\frac{1}{k} \int_{\mathbb{R}^{n}}|h|^{\alpha} d \mu(h) \quad \text { in } \quad B_{k-\rho}
$$

as well.
Now, exactly as in the proof of Proposition 3.5.2, we have that the functions $\int_{\mathbb{R}^{n}} v_{k}(x+h) d \mu(h)-v_{k}(x)$ are uniformly bounded in $L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ and converge locally uniformly and in $L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ to $\int_{\mathbb{R}^{n}} v(x+h) d \mu(h)-v(x)$. We
can therefore apply the stability of viscosity solutions under uniform limits from Proposition 3.2 .12 to pass the previous inequality to the limit, to get

$$
\mathcal{M}^{+}\left(\int_{\mathbb{R}^{n}} v(x+h) d \mu(h)-v(x)\right) \geq 0 \quad \text { in } \quad \mathbb{R}^{n}
$$

for any nonnegative $\mu \in L^{1}\left(\mathbb{R}^{n}\right)$ with compact support and $\int_{\mathbb{R}^{n}} \mu=1$. Taking symmetric functions $\mu(h)=\mu(-h)$, this is equivalent to

$$
\begin{equation*}
\mathcal{M}^{+}\left(\int_{\mathbb{R}^{n}}(v(x+h)+v(x-h)-2 v(x)) d \mu(h)\right) \geq 0 \quad \text { in } \quad \mathbb{R}^{n} \tag{3.5.23}
\end{equation*}
$$

Step 2: We want to prove that any function $v$ satisfying (3.5.19)-(3.5.22)(3.5.23) must be a polynomial of degree $\nu$, thus reaching a contradiction with (3.5.19)-(3.5.20).

For this, our goal will be to prove that there exists some $\alpha_{\circ}>0$ (that will be independent of $\alpha$ ), such that

$$
\begin{equation*}
[v]_{C^{2 s+\alpha_{\circ}}\left(B_{\rho}\right)} \leq C \rho^{\alpha-\alpha_{\circ}} \tag{3.5.24}
\end{equation*}
$$

for all $\rho \geq 1$. In particular, when $\alpha<\alpha_{\circ}$ we will get our desired result by letting $\rho \rightarrow \infty$.

Let us define

$$
\delta_{h}^{2} v(x):=\frac{v(x+h)+v(x-h)}{2}-v(x),
$$

and

$$
\begin{aligned}
& P(x):=\int_{\mathbb{R}^{n}}\left(\delta_{h}^{2} v(x)-\delta_{h}^{2} v(0)\right)_{+} \frac{d h}{|h|^{n+2 s}}, \\
& N(x):=\int_{\mathbb{R}^{n}}\left(\delta_{h}^{2} v(x)-\delta_{h}^{2} v(0)\right)_{-} \frac{d h}{|h|^{n+2 s}} .
\end{aligned}
$$

When $2 s+\alpha<2$, since $[u]_{C^{2 s+\alpha}\left(\mathbb{R}^{n}\right)} \leq 1$, we have

$$
\left|\delta_{h}^{2} v(x)-\delta_{h}^{2} v(0)\right| \leq 2 \min \left\{|h|^{2 s+\alpha},|h|^{2 s+\alpha-1}|x|\right\}
$$

for all $x, h \in \mathbb{R}^{n}$. When $2 s+\alpha>2$, instead, we have that

$$
\left|\delta_{h}^{2} v(x)-\delta_{h}^{2} v(0)\right| \leq \min \left\{|h|^{2}|x|^{2 s+\alpha-2},|h|^{2 s+\alpha-1}|x|\right\} .
$$

(See Lemma A.2.3.) In both cases, a simple computation in polar coordinates gives that

$$
\begin{equation*}
|P(x)|+|N(x)| \leq C_{1}|x|^{\alpha} \quad \text { in } \quad \mathbb{R}^{n}, \tag{3.5.25}
\end{equation*}
$$

with $C_{1}$ depending only on $n, s, \alpha, \lambda$, and $\Lambda$. Moreover, dividing $v$ by a constant if necessary, we may assume $C_{1}=1$,

$$
\begin{equation*}
|P(x)|+|N(x)| \leq|x|^{\alpha} \quad \text { in } \quad \mathbb{R}^{n} . \tag{3.5.26}
\end{equation*}
$$

We next want to show that

$$
\begin{equation*}
0 \leq P \leq 2^{-k \alpha_{\circ}} \quad \text { in } \quad B_{2^{-k}} \tag{3.5.27}
\end{equation*}
$$

for all $k \in \mathbb{Z}$, for some $\alpha_{\circ}>0$ depending only on $n, s, \lambda, \Lambda$ (but not on $\alpha$ ). We only need to prove it for $k>0$, since for $k \leq 0$ we already know it by (3.5.26) (since we will have $\alpha<\alpha_{\circ}$ ). It suffices to show that

$$
\begin{equation*}
P \leq 1-\theta \quad \text { in } \quad B_{1 / 2} \tag{3.5.28}
\end{equation*}
$$

for some $\theta>0$ depending only on $n, s, \lambda$, and $\Lambda$ (in particular, independent of $\alpha$ ). Once we have this, (3.5.27) follows for all $k \geq 1$ by iteration (for some small $\alpha_{\circ}>0$ that depends on $\theta$, namely $1-\theta=2^{-\alpha_{\circ}}$ ), and the same bound for $N$ is completely analogous.

To show 3.5.28, let $x_{\circ} \in B_{1 / 2}$ be such that $P\left(x_{\circ}\right)=\max _{B_{1 / 2}} P$, and let

$$
U:=\left\{h \in \mathbb{R}^{n}: \delta_{h}^{2} v\left(x_{\circ}\right)>\delta_{h}^{2} v(0)\right\}=-U
$$

In particular, we have

$$
\begin{aligned}
& P\left(x_{\circ}\right)=\int_{U}\left(\delta_{h}^{2} v\left(x_{\circ}\right)-\delta_{h}^{2} v(0)\right) \frac{d h}{|h|^{n+2 s}} \\
& N\left(x_{\circ}\right)=\int_{U^{c}}\left(\delta_{h}^{2} v(0)-\delta_{h}^{2} v\left(x_{\circ}\right)\right) \frac{d h}{|h|^{n+2 s}}
\end{aligned}
$$

Let us define

$$
\begin{aligned}
w(x) & :=\int_{U}\left(\delta_{h}^{2} v(x)-\delta_{h}^{2} v(0)\right) \frac{d h}{|h|^{n+2 s}} \\
\bar{w}(x) & :=\int_{U^{c}}\left(\delta_{h}^{2} v(x)-\delta_{h}^{2} v(0)\right) \frac{d h}{|h|^{n+2 s}}
\end{aligned}
$$

and notice that

$$
w \leq P \quad \text { in } \quad \mathbb{R}^{n}, \quad P \leq 1 \quad \text { in } \quad B_{1}, \quad \text { and } \quad w\left(x_{\circ}\right)=P\left(x_{\circ}\right)
$$

Let $\mu>0$ to be chosen later, and define the set

$$
D:=\left\{x \in B_{1}: w \geq 1-\mu\right\}
$$

Our next goal will be to prove the following:
Claim. There is a constant $\eta>0$ depending only on $n, s, \lambda$, and $\Lambda$, for which we have

$$
|D| \leq(1-\eta)\left|B_{1}\right|
$$

Step 3: Before proving the claim, let us first observe that $w$ and $\bar{w}$ are subsolutions. Indeed, by (3.5.23) we have

$$
\mathcal{M}^{+}\left(\int_{\mathbb{R}^{n}} \delta_{h}^{2} v(x) d \mu(h)\right) \geq 0 \quad \text { in } \quad \mathbb{R}^{n}
$$

for any $\mu \in L^{1}\left(\mathbb{R}^{n}\right)$ symmetric, with compact support, $\mu \geq 0$. We now want to let $\mu \rightharpoonup|h|^{-n-2 s} \chi_{U^{c}}$. If we define $\mu_{\varepsilon}:=|h|^{-n-2 s} \chi_{U^{c}}(h) \chi_{B_{1 / \varepsilon} \backslash B_{\varepsilon}}(h) d h$
(which is a symmetric measure) and $\mu_{0}:=|h|^{-n-2 s} \chi_{U^{c}}$, then

$$
\int_{\mathbb{R}^{n}} \delta_{h}^{2} v(x)\left(d \mu_{\varepsilon}(h)-d \mu_{0}(h)\right) \rightarrow 0
$$

locally uniformly in $\mathbb{R}^{n}$, using that $[v]_{C^{2 s+\alpha}\left(\mathbb{R}^{n}\right)} \leq 1$. Moreover,

$$
\int_{\mathbb{R}^{n}} \delta_{h}^{2} v(x) d \mu_{\varepsilon}(h) \leq C_{h}|x|,
$$

and therefore they are uniformly in $L_{2 s-\varepsilon^{\prime}}^{\infty}\left(\mathbb{R}^{n}\right)$ (for $\varepsilon^{\prime}<2 s-1$ ). Hence, by the dominated convergence theorem, the function $\int_{\mathbb{R}^{n}} \delta_{h}^{2} v(x) d \mu_{\varepsilon}(h)$ converges to $\int_{\mathbb{R}^{n}} \delta_{h}^{2} v(x) d \mu_{0}(h)$ in $L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ as well. We can therefore apply the stability of subsolutions (see Remark 3.2.13) to deduce that

$$
\mathcal{M}^{+} w \geq 0 \quad \text { and } \quad \mathcal{M}^{+} \bar{w} \geq 0 \quad \text { in } \quad \mathbb{R}^{n}
$$

Observe, also, that if we define $\varphi(x):=v\left(x+x_{\circ}\right)-v(x)$ for some $x_{\circ} \in \mathbb{R}^{n}$ fixed, then by (3.5.22) we know that

$$
\mathcal{M}^{+} \varphi \geq 0 \quad \text { in } \quad \mathbb{R}^{n}
$$

Since $\varphi \in C^{2 s+\alpha}\left(\mathbb{R}^{n}\right)$, we can use the explicit formula 3.1.10 for $\mathcal{M}^{+}$, to deduce that

$$
\int_{\mathbb{R}^{n}}\left(\Lambda\left(\delta_{h}^{2} \varphi(x)\right)_{+}-\lambda\left(\delta_{h}^{2} \varphi(x)\right)_{-}\right)|h|^{-n-2 s} d h \geq 0
$$

Evaluating at $x=0$ this implies $\Lambda P(x)-\lambda N(x) \geq 0$, that is

$$
\frac{\Lambda}{\lambda} P(x) \geq N(x) .
$$

By using the other inequality, $\mathcal{M}^{-} \varphi \leq 0$ in $\mathbb{R}^{n}$, we deduce

$$
\begin{equation*}
\frac{\lambda}{\Lambda} P(x) \leq N(x) \leq \frac{\Lambda}{\lambda} P(x) \quad \text { in } \quad \mathbb{R}^{n} \tag{3.5.29}
\end{equation*}
$$

Step 4: Let us now prove the claim by contradiction. Assume that $|D| \geq$ $(1-\eta)\left|B_{1}\right|$, with $\eta>0$ to be chosen later. Notice that this means that $w \geq 1-\mu$ in most of $B_{1}$, and in particular

$$
0 \leq P-w \leq \mu \quad \text { in } \quad D .
$$

By definition, we have $P-N=w+\bar{w}$. Together with (3.5.29), this implies

$$
\bar{w}=(P-w)-N \leq \mu-\frac{\lambda}{\Lambda} P \leq \mu-\frac{\lambda}{\Lambda}(1-\mu)=-c_{\circ} \quad \text { in } \quad D,
$$

where we may choose for example $\mu=\frac{\lambda}{4 \Lambda}$ and $c_{\circ}=2 \mu$.
We now use the $L^{\infty}$ bound for subsolutions on $\bar{w}$, Theorem 3.3.5, to finish the proof of the claim. Let $r_{\circ}>0$ small enough, and consider the function

$$
w_{\circ}(x):=\left(\bar{w}\left(r_{\circ} x\right)+c_{\circ}\right)_{+},
$$

which still satisfies $\mathcal{M}^{+} w_{\circ} \geq 0$ in $\mathbb{R}^{n}$ in the viscosity sense (see Remark 3.2.3).

Notice that

$$
w_{\circ} \equiv 0 \quad \text { in } \quad \frac{1}{r_{0}} D \subset B_{1 / r_{0}},
$$

and

$$
\left\|w_{\circ}\right\|_{L^{\infty}\left(B_{\rho}\right)} \leq\|P\|_{L^{\infty}\left(B_{r_{\circ} \rho}\right)}+c_{\circ} \leq\left(r_{\circ} \rho\right)^{\alpha_{\circ}}+c_{\circ}
$$

for all $\rho \geq 1 / r_{\mathrm{o}}$, from (3.5.25). Therefore, since $\left|B_{1 / r_{\mathrm{o}}} \backslash\left(\frac{1}{r_{0}} D\right)\right| \leq \eta\left|B_{1 / r_{\mathrm{o}}}\right|$, we have that

$$
\begin{aligned}
\int_{\mathbb{R}^{n}} \frac{w_{\circ}(x)}{1+|x|^{n+2 s}} d x & \leq\left(1+c_{\circ}\right) \eta\left|B_{1 / r_{\circ}}\right|+\int_{B_{1 / r_{\circ}}^{c}} \frac{\left(r_{\circ}|x|\right)^{\alpha_{\circ}}+c_{\circ}}{|x|^{n+2 s}} d x \\
& \leq C\left(\eta r_{\circ}^{-n}+r_{\circ}^{2 s}\right)
\end{aligned}
$$

Hence, by Theorem 3.3.5, we deduce that

$$
\sup _{B_{1 / 2}} w_{\circ} \leq C \eta r_{\circ}^{-n}+C r_{\circ}^{2 s},
$$

with $C$ depending only on $n, s, \lambda$, and $\Lambda$. Choosing now $r_{\circ}$ small enough, and then $\eta$ small enough, we deduce that

$$
w_{\circ}(0) \leq \frac{c_{\circ}}{2}
$$

which yields $\bar{w}(0)<0$, a contradiction since $\bar{w}(0)=0$ by definition. Hence, the claim is proved.
Step 5: Note now that what we proved in the claim is equivalent to

$$
\begin{equation*}
\left|\left\{x \in B_{1}: w<1-\mu\right\}\right| \geq \eta\left|B_{1}\right| . \tag{3.5.30}
\end{equation*}
$$

Since $w$ is a subsolution,

$$
\mathcal{M}^{-}(1-w)_{+} \leq \mathcal{M}^{+}(1-w)_{-} \quad \text { in } \quad \mathbb{R}^{n} .
$$

Moreover, since $1-w \geq 0$ in $B_{1}$ and $w \leq P \leq|x|^{\alpha_{\circ}}$ in $\mathbb{R}^{n} \backslash B_{1}$ (by (3.5.26)), we have that for any $x \in B_{3 / 4}$,

$$
\mathcal{M}^{+}(1-w)_{-}(x) \leq \Lambda \int_{\mathbb{R}^{n} \backslash B_{1}} \frac{(1-w(z))_{-}}{|x-z|^{n+2 s}} d z \leq C \Lambda \int_{\mathbb{R}^{n} \backslash B_{1}} \frac{\left(1-|z|^{\alpha_{0}}\right)_{-}}{1+|z|^{n+2 s}} d z
$$

Observe that the last term goes to zero as $\alpha_{\circ} \downarrow 0$, so that combined with the previous inequality, for any $\delta_{\circ}>0$ we can find $\alpha_{\circ}>0$ such that

$$
\mathcal{M}^{-}(1-w)_{+} \leq \delta_{\circ} \quad \text { in } \quad B_{3 / 4}
$$

We apply Theorem 3.3.1, to obtain that

$$
\inf _{B_{1 / 2}}(1-w)_{+} \geq c\left\|(1-w)_{+}\right\|_{L_{\omega_{s}}^{1}}\left(\mathbb{R}^{n}\right)-\delta_{\circ} \geq \frac{c \eta \mu}{2}=: \theta
$$

where we used 3.5.30) and we have chosen $\delta_{0} \leq \frac{c \eta \mu}{2}$. This implies

$$
w\left(x_{\circ}\right) \leq 1-\theta \quad \text { in } \quad B_{1 / 2}
$$

and, since $P \leq P\left(x_{\circ}\right)=w\left(x_{\circ}\right)$ in $\left.B_{1 / 2}, 3.5 .28\right)$ follows. Thus, we have proved (3.5.27), or equivalently

$$
P(x) \leq C|x|^{\alpha_{\circ}} \quad \text { in } \quad B_{1} .
$$

Moreover, the same bound holds for $N(x)$.
Note that, for $\tau \in \mathbb{R}^{n}$,

$$
-c_{n, s}(P(\tau)-N(\tau))=(-\Delta)^{s}(v(\cdot+\tau)-v)(0)
$$

Furthermore, the point 0 in the definition of $P$ and $N$ may be replaced by any other point $z \in B_{1 / 2}$, and hence we have proved that

$$
\left|(-\Delta)^{s}(v(\cdot+\tau)-v)(z)\right| \leq C|\tau|^{\alpha_{\circ}} \quad \text { for all } \quad z \in B_{1 / 2}
$$

This means that

$$
\left|(-\Delta)^{s}\left(\frac{v(x+\tau)-v(x)}{|\tau|^{\alpha_{0}}}\right)\right| \leq C \quad \text { in } \quad B_{1 / 2}
$$

On the other hand, notice also that from 3.5.21 we know

$$
\frac{|v(x+\tau)-v(x)|}{|\tau|^{\alpha_{\circ}}} \leq|\tau|^{1-\alpha_{\circ}}\left(1+|x|^{2 s+\alpha-1}\right) \quad \text { in } \quad \mathbb{R}^{n}
$$

and hence, $\frac{v(x+\tau)-v(x)}{I^{\alpha_{0}}} \in L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)$ for $\varepsilon<1-\alpha$ and independently of $\tau$. By Theorem 2.4.3, we deduce that

$$
\left\|\frac{v(x+\tau)-v(x)}{|\tau|^{\alpha_{\circ}}}\right\|_{C^{2 s}\left(B_{1 / 4}\right)} \leq C
$$

and therefore (see Lemma A.1.2)

$$
\|v\|_{C^{2 s+\alpha_{0}}\left(B_{1 / 4}\right)} \leq C
$$

The whole argument in the previous steps can now be applied to every scale $\rho \geq 1$, i.e., to the rescaled functions

$$
v_{\rho}(x):=\frac{v(\rho x)}{\rho^{2 s+\alpha}}
$$

which satisfy the same assumptions as $v$. Doing so, we find

$$
\left[v_{\rho}\right]_{C^{2 s+\alpha_{o}\left(B_{1 / 4}\right)}} \leq C
$$

Rescaling back to $v$, we get

$$
[v]_{C^{2 s+\alpha_{\circ}\left(B_{\rho / 4}\right)}} \leq C \rho^{\alpha-\alpha_{\circ}} \quad \text { for all } \quad \rho \geq 1
$$

and letting $\rho \rightarrow \infty$ we deduce that $v$ must be a polynomial of degree $\nu$. Together with (3.5.20, this implies $v \equiv 0$, a contradiction with (3.5.19). Hence the proposition is proved.

Once we have a Liouville-type theorem, the proof of the interior regularity follows as in the proof of Theorem 3.5.1.

Proof of Theorem 3.5.3. The proof follows exactly as the proof of Theorem 3.5.1 on page 215, thanks to the Liouville-type theorem, Proposition 3.5.4

Using the same notation as in there, we first show that for any $\delta>0$ and $u \in C^{2 s+\alpha}\left(\mathbb{R}^{n}\right)$,

$$
\begin{equation*}
[u]_{C^{2 s+\alpha}\left(B_{1 / 2}\right)} \leq \delta[u]_{C^{2 s+\alpha}\left(\mathbb{R}^{n}\right)}+C_{\delta}\left(\|u\|_{L^{\infty}\left(B_{1}\right)}+\mathcal{S}(u)\right), \tag{3.5.31}
\end{equation*}
$$

with $C_{\delta}$ depending only on $n, s, \alpha, \delta, \lambda$, and $\Lambda$, where

$$
\mathcal{S}(u):=\inf \left\{c_{\alpha}(\mathcal{J}): \mathcal{J}(u, x)=0 \text { in } B_{1} \text { for some } \mathcal{J} \in \mathfrak{I}_{s}(\lambda, \Lambda) \text { concave }\right\}
$$

and $\mathcal{S}(u)=\infty$ if $u \notin C\left(B_{1}\right) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ or if the set is empty. By Lemma 2.4.12 either (3.5.31) holds, or we have sequences $u_{k} \in C^{2 s+\alpha}\left(\mathbb{R}^{n}\right), r_{k} \rightarrow 0$, and $x_{k} \in B_{1 / 2}$, for which the rescaled functions

$$
v_{k}(x):=\frac{u_{k}\left(x_{k}+r_{k} x\right)}{r_{k}^{2 s+\alpha}\left[u_{k}\right]_{C^{2 s+\alpha}\left(\mathbb{R}^{n}\right)}}
$$

satisfy $\left[v_{k}\right]_{C^{2 s+\alpha}\left(\mathbb{R}^{n}\right)}=1,\left\|v_{k}-p_{k}\right\|_{C^{\nu}\left(B_{1}\right)}>\frac{\delta}{2}$, (where $p_{k}$ is the $\nu$-th order Taylor expansion of $v_{k}$ at $0, \nu=\lfloor 2 s+\alpha\rfloor$ ), and

$$
\tilde{\mathcal{I}}_{k}\left(v_{k}, x\right)=0 \quad \text { in } \quad B_{1 /\left(2 r_{k}\right)}
$$

for some $\tilde{\mathcal{I}}_{k} \in \mathfrak{I}_{s}(\lambda, \Lambda)$ concave such that $c_{\alpha}\left(\tilde{\mathcal{I}}_{k}\right) \rightarrow 0$ as $k \rightarrow \infty$; in particular, contradicting Proposition 3.5.4, and thus proving (3.5.31).

Once we have (3.5.31) we can directly show

$$
\begin{equation*}
[u]_{C^{2 s+\alpha}\left(B_{1 / 2}\right)} \leq C\left(\|u\|_{L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)}+|\mathcal{I}(0,0)|+C_{\circ}\right) \tag{3.5.32}
\end{equation*}
$$

for any $u \in C^{2 s+\alpha}\left(B_{1}\right) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ with $\mathcal{I}(u, x)=0$ in $B_{1}$, proceeding as in Step 2 of the proof of Theorem 3.5.1 (cf. proof of Theorem 2.4.1 on page 106). Finally, thanks to the approximation result, Proposition 3.4.3, we can again approximate any function $u \in C\left(B_{1}\right) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ by functions $u^{(\varepsilon)} \in C_{\text {loc }}^{2 s+\alpha}\left(B_{3 / 4}\right)$ such that

$$
\left\{\begin{array}{rlll}
\mathcal{I}_{\varepsilon}\left(u^{(\varepsilon)}, x\right) & = & 0 & \text { in }
\end{array} \quad B_{3 / 4},\right.
$$

for some sequence of operators $\mathcal{I}_{\varepsilon}$ that satisfy the same hypotheses as $\mathcal{I}$ (up to universal constants), and $u^{(\varepsilon)} \rightarrow u$ locally uniformly in $B_{3 / 4}$. Thus, as in Step 3. we obtain (3.5.32) for any viscosity solution $u \in C\left(B_{1}\right) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$.

### 3.6. Further results and open problems

In this chapter we have established the main known interior regularity results for solutions to fully nonlinear integro-differential equations of order $2 s$.

In particular, two of the main results yield that solutions to concave equations

$$
\begin{equation*}
\inf _{a \in \mathcal{A}}\left\{-\mathcal{L}_{a} u+c_{a}\right\}=0 \quad \text { in } \quad B_{1} \tag{3.6.1}
\end{equation*}
$$

are $C^{\max \{1,2 s\}+\alpha}$ in $B_{1}$ for all $s \in(0,1)$. A first question that arises immediately is the following:

Open question 3.1: If the kernels of $\mathcal{L}_{a}$ are regular enough, can one prove that solutions to (3.6.1) are actually $C^{1+s+\alpha}$ ? Or even $C^{2+\alpha}$ for every $s \in\left(\frac{1}{2}, 1\right)$ ?

By analogy with the case $s=1$, we do not expect solutions to these equations to be more regular than $C^{1+2 s}$.
3.6.1. Uniform estimates as $s \uparrow 1$. An important feature of the regularity theory developed by Caffarelli and Silvestre in [43, 44, 45] is that the constants in all the estimates that they establish do not blow-up as $s \uparrow 1$. In particular, their proof yields as a limiting case the classical estimates of Krylov-Safonov and Evans-Krylov.

This is especially relevant in case of the weak Harnack inequality (Theorem 3.3.1), where the short and simple proof that we presented here is purely nonlocal and does not work for $s=1$, while the proof in [43] is much more delicate, as it must include somehow the proof of the Krylov-Safonov theorem.

If we substitute our Theorem 3.3.1 by the weak Harnack inequality in [43], then the rest of the proofs in this chapter can be easily adapted to yield constants that are uniform as $s \uparrow 1$.
3.6.2. Regularity estimates in $L^{p}$ spaces. For second-order fully nonlinear equations of the form

$$
\begin{equation*}
\inf _{a \in \mathcal{A}}\left\{-\mathcal{L}_{a} u+c_{a}\right\}=f \quad \text { in } \quad B_{1}, \tag{3.6.2}
\end{equation*}
$$

with $s=1$, a celebrated result of Caffarelli [35] establishes that if $f \in L^{p}\left(B_{1}\right)$ with $p \geq n$, then $u \in W_{\text {loc }}^{2, p}\left(B_{1}\right)$.

For nonlocal equations, however, almost nothing is known in this direction:

Open question 3.2: Assume that $f \in L^{p}$ in 3.6.2), with $\mathcal{L}_{a} \in \mathfrak{L}_{s}(\lambda, \Lambda)$. Can one show that $u \in W^{2 s, p}$, when $p$ is large enough?

With the current techniques, this problem seems out of reach, and hence completely new ideas are probably needed.

In case of second-order uniformly elliptic equations, an essential tool in order to establish $W^{2, p}$ estimates for (3.6.2) is the so-called ABP estimate:

$$
\left\{\begin{array}{rl}
\sum_{i, j} a_{i j}(x) \partial_{i j} u & \geq f \text { in } \Omega \\
u & \leq 0 \text { on } \Omega
\end{array} \quad \Longrightarrow \quad \sup _{\Omega} u \leq C\|f\|_{L^{n}} .\right.
$$

Unfortunately, a nonlocal version of the ABP estimate is only known for $f \in L^{\infty}$ [43] or under strong structural hypothesis on the operators [128]. Even the following basic question remains completely open.

Open question 3.3: Assume $\mathcal{M}^{+} u \geq f$ in $B_{1}$ and $u \leq 0$ in $\mathbb{R}^{n} \backslash B_{1}$, with $|f| \leq 1$. Can one show that $\sup _{B_{1}} u \leq C\|f\|_{L^{p}}^{\theta}$, for some $\theta>0$ and $p<\infty$ ?

Recall that $\mathcal{M}^{+}$was defined in 3.1.12). Notice that in case of secondorder PDE (i.e., $s=1$ ) this holds for $p=n$ and $\theta=1$ - and the assumption $\|f\|_{L^{\infty}} \leq 1$ is not necessary. For $s \in(0,1)$, the main result in [128] establishes that the corresponding inequality holds for $p=n$ and $\theta=s$, for operators with kernels of the particular form $K(x, y)=y^{T} A(x) y /|y|^{n+2 s+2}$.
3.6.3. Boundary regularity. Throughout this chapter we mainly studied the interior regularity of solutions for fully nonlinear operators of the form

$$
\mathcal{I} u:=\inf _{a \in \mathcal{A}} \sup _{b \in \mathcal{B}}\left\{-\mathcal{L}_{a b} u+c_{a b}\right\} .
$$

It is then natural to wonder what can be said about the boundary regularity of solutions to Dirichlet problems of the form

$$
\left\{\begin{aligned}
\mathcal{I} u & =f \\
& \text { in } \Omega \\
u & =0
\end{aligned} \quad \text { in } \mathbb{R}^{n} \backslash \Omega .\right.
$$

The boundary regularity theory for fully nonlinear equations was developed by the second author and Serra in [187], where we proved that, if the kernels of the operators $\mathcal{L}_{a b}$ are homogeneous, i.e.,

$$
K_{a b}(y)=\frac{K_{a b}(y /|y|)}{|y|^{n+2 s}}
$$

(as in in Sections 2.6 and 2.7), then the following holds:

$$
\left\{\begin{array}{l}
\partial \Omega \in C^{2, \alpha} \\
f \in C^{1+\alpha-s}(\bar{\Omega}) \\
K_{a b} \mid \mathbb{S}^{n-1} \text { are "regular enough" }
\end{array} \quad \Longrightarrow \quad \frac{u}{d^{s}} \in C^{1+\alpha}(\bar{\Omega}),\right.
$$

for some small $\alpha>0$.
The exponent $\alpha$ comes from a related estimate for equations with bounded measurable coefficients with homogeneous kernels; see [187, Proposition 1.1].

Furthermore, it turns out that the homogeneity assumption is necessary, and for non-homogeneous kernels solutions are not even comparable to $d^{s}$ near the boundary. For example, even for the extremal operators $\mathcal{M}^{ \pm}$in
dimension $n=1$, there exist two exponents $0<\beta_{1}<s<\beta_{2}$ such that the functions $\left(x_{+}\right)^{\beta_{i}}$ satisfy

$$
\mathcal{M}^{+}\left(x_{+}\right)^{\beta_{1}}=0 \quad \text { and } \quad \mathcal{M}^{-}\left(x_{+}\right)^{\beta_{2}}=0 \quad \text { in } \quad \mathbb{R}_{+}
$$

We refer to [187, Section 2] for more details.
3.6.4. More general kernels. In Chapter 2 we saw that, in case of linear translation invariant equations, the interior regularity theory can be developed for any $\mathcal{L} \in \mathfrak{G}_{s}(\lambda, \Lambda)$, i.e., with nonnegative symmetric kernels satisfying

$$
\begin{gathered}
r^{2 s} \int_{B_{2 r} \backslash B_{r}} K(d y) \leq \Lambda \quad \text { for all } \quad r>0, \\
0<\lambda \leq r^{2 s-2} \inf _{e \in \mathbb{S}^{n-1}} \int_{B_{\Lambda r} \backslash B_{r}}|e \cdot y|^{2} K(d y) \quad \text { for all } \quad r>0 .
\end{gathered}
$$

Notice that here $K$ could even be a measure, not necessarily absolutely continuous, as it happens for example when $\mathcal{L}=\left(-\partial_{x_{1} x_{1}}^{2}\right)^{s}+\cdots+\left(-\partial_{x_{n} x_{n}}^{2}\right)^{s}$.

One can then consider equations with bounded measurable coefficients of the type

$$
\begin{equation*}
\mathcal{L}_{x} u=0 \quad \text { in } \quad B_{1}, \tag{3.6.3}
\end{equation*}
$$

for linear $x$-dependent operators with kernels satisfying

$$
\begin{gather*}
r^{2 s} \int_{B_{2 r} \backslash B_{r}} K(x, d y) \leq \Lambda \quad \text { for all } \quad r>0,  \tag{3.6.4}\\
0<\lambda \leq r^{2 s-2} \inf _{e \in \mathbb{S}^{n-1}} \int_{B_{\Lambda_{r} \backslash B_{r}}}|e \cdot y|^{2} K(x, d y) \quad \text { for all } \quad r>0 . \tag{3.6.5}
\end{gather*}
$$

No regularity in $x$ is assumed.
An outstanding problem in this context is then the following:
Open question 3.4: Can one prove a Hölder estimate $\|u\|_{C^{\gamma}\left(B_{1 / 2}\right)} \leq$ $C\|u\|_{L^{\infty}\left(\mathbb{R}^{n}\right)}$ for solutions to general equations (3.6.3)-(3.6.4)-3.6.5) ?

The best known result in this direction is due to Schwab and Silvestre [199], who established such a Hölder estimate under the additional assumption

$$
\left|\left\{y \in B_{2 r} \backslash B_{r}: K(x, y) \geq \lambda|y|^{-n-2 s}\right\}\right| \geq \mu\left|B_{2 r} \backslash B_{r}\right|
$$

for any $r \in(0,1)$, for some $\mu>0$. This assumption is much weaker than

$$
\frac{\lambda}{|y|^{n+2 s}} \leq K(x, y) \leq \frac{\Lambda}{|y|^{n+2 s}},
$$

but still leaves the above question completely open.

On the other hand, we refer to 103 for a Hölder estimate in case of operators $\mathcal{L}$ with general kernels (3.6.4)-(3.6.5), under the extra assumption that they have "small oscillation" in the $x$-variable.

It is interesting to notice the similarity with respect to the case of divergence-form operators, in which an analogous question is completely open as well; see subsection 2.8.1.

## Obstacle problems

In this chapter we study obstacle problems of the type

$$
\begin{equation*}
\min \{\mathcal{L} v, v-\varphi\}=0 \quad \text { in } \quad \Omega \subset \mathbb{R}^{n} \tag{4.0.1}
\end{equation*}
$$

for integro-differential operators $\mathcal{L}$ of order $2 s$.
When $\mathcal{L}=-\Delta$ (corresponding to $s=1$ ) this classical free boundary problem is quite well understood, starting with the groundbreaking work of Caffarelli in the 1970s [34]; see [183, 102].

For nonlocal operators, though, the regularity of solutions and the structure of free boundaries turns out to be much more complicated (even in case $\mathcal{L}=\sqrt{-\Delta}$ ), and there are still several open problems in this context. The regularity theory for solutions and free boundaries was first developed for $\sqrt{-\Delta}$ and $(-\Delta)^{s}$, and more recently for more general integro-differential operators $\mathcal{L}$ of order $2 s$; see [8, 113, 108], [206, 41] and [40, 3, 107 .

### 4.1. Motivation

Obstacle problems for integro-differential operators appear in quite different settings. We briefly describe some of them here, and refer to [62, 37, 49, 201, 79, 96 for more details.
4.1.1. Optimal stopping. The first (and most classical) motivation to study this kind of obstacle problems comes from probability, in the so-called optimal stopping problem.

In this context, one considers the following stochastic control model. We have a Lévy process $X_{t}$ in $\mathbb{R}^{n}$ and some given payoff function $\varphi: \mathbb{R}^{n} \rightarrow \mathbb{R}$. One wants to find the optimal stopping strategy to maximize the expected
value of $\varphi$ at the end point. If $\mathcal{L}$ is the infinitesimal generator of the process $X_{t}$ (c.f. subsections 2.1 .2 and 2.1 .4 ), then it turns out that the value function $v(x)$ (i.e., the maximum expected payoff we can obtain starting at $x$ ) solves the following problem

$$
\left\{\begin{align*}
v \geq \varphi & \text { in } \mathbb{R}^{n}  \tag{4.1.1}\\
\mathcal{L} v \geq 0 & \text { in } \mathbb{R}^{n} \\
\mathcal{L} v & \geq 0
\end{align*} \quad \text { in }\{v>\varphi\} .\right.
$$

This means that the value function in any optimal stopping problem solves an obstacle problem of the type 4.0.1).

In the context of mathematical finance, this type of problem appears as a pricing model for American options [62], where the function $\varphi$ represents the option's payoff, and the contact set $\{v=\varphi\}$ is the exercise region. Notice that, in this context, the most important unknown to understand is precisely the contact set, i.e., one wants to find and/or understand the two regions $\{v=\varphi\}$ (in which we should exercise the option) and $\{v>\varphi\}$ (in which we should wait and not exercise the option yet). The free boundary is the separating interface between these two regions.

We refer to [88, Chapter 6] for a description of the model in the case of Brownian motion, and to the book [62] for an exhaustive discussion in the case of jump processes; see also [172, 37].
4.1.2. Interacting particle systems. A completely different motivation to study obstacle problems for integro-differential operators comes from the study of interacting particle systems.

Indeed, many different phenomena in physics, biology, or material science, give rise to models with interacting particles or individuals. In such a context, the 2D mathematical model is usually the following; see $\mathbf{9}, \mathbf{2 0 1}$. We are given a repulsive-attractive interaction potential $W \in L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{2}\right)$, and its associated interaction energy

$$
E[\mu]:=\frac{1}{2} \int_{\mathbb{R}^{2}} \int_{\mathbb{R}^{2}} W(x-y) d \mu(x) d \mu(y)
$$

where $\mu$ is any probability measure in $\mathbb{R}^{2}$.
The potential $W$ is repulsive when the particles or individuals are very close, and attractive when they are far from each other. A typical assumption is that near the origin we have

$$
\begin{equation*}
W(z) \asymp \frac{1}{|z|^{\beta}} \quad \text { for } \quad z \sim 0 \tag{4.1.2}
\end{equation*}
$$

for some $\beta \in(0,2)$. Moreover, it would usually grow at infinity, say $W(z) \asymp$ $|z|^{\gamma}$ for $z \gg 1$.

An important question to be understood is that of the regularity of minimizers, i.e., the regularity properties of the measures $\mu_{0}$ which minimize the interaction energy $E[\mu]$. It turns out that the minimizer $\mu_{0}$ is given by $\mu_{0}=\mathcal{L} v$, where $v(x):=\int_{\mathbb{R}^{2}} W(x-y) d \mu_{0}(y)$ satisfies the obstacle problem (4.0.1) for a certain operator $\mathcal{L}$ and a certain obstacle $\varphi$ that depend on $W$. When $W$ satisfies (4.1.2) (as well as some extra conditions), such operator $\mathcal{L}$ turns out to be an integro-differential operator with a kernel

$$
K(z) \asymp \frac{1}{|z|^{n+2 s}} \quad \text { for } \quad z \sim 0,
$$

with $n=2$ and $2 s=2-\beta \in(0,2)$.
Therefore, understanding the regularity of minimizers $\mu_{0}$ of the interaction energy $E[\mu]$ is equivalent to understanding the regularity of solutions and free boundaries in obstacle problems for integro-differential operators. In this setting, the contact set $\{v=\varphi\}$ is the support of the minimizer $\mu_{0}$. We refer to [49] and [201] for more details on this topic.
4.1.3. The thin obstacle problem. In the particular case $\mathcal{L}=\sqrt{-\Delta}$, thanks to the extension property from Section 1.3, the obstacle problem (4.1.1) for this operator is equivalent to the Signorini problem, also known as the thin obstacle problem.

This is a classical free boundary problem which dates back to 1933 and arises in a model of linear elasticity [204. The problem consists in finding the elastic equilibrium configuration of a 3D elastic body, resting on a rigid frictionless surface and subject only to its mass forces. The problem leads to a system of variational inequalities for the displacement vector in $\mathbb{R}^{3}$, which can be transformed to a scalar function $v$ that solves (4.0.1) for $\mathcal{L}=\sqrt{-\Delta}$; see [48, 193, 96 for more details.

On the other hand, the Signorini problem gained further attention in the seventies due to its connection to mechanics and biology, where it models the process of osmosis in the study of semipermeable membranes. We refer to the classical book of Duvaut and Lions [79] for more details about these models.

### 4.2. Basic properties of solutions

Our goal is to study the regularity properties of solutions and free boundaries in the following class of obstacle problems: given $s \in(0,1)$ and $n>2 s$ we consider solutions of

$$
\begin{gather*}
\min \{\mathcal{L} v, v-\varphi\}=0 \quad \text { in } \quad \mathbb{R}^{n},  \tag{4.2.1}\\
\lim _{|x| \rightarrow \infty} v(x)=0, \tag{4.2.2}
\end{gather*}
$$

with $\varphi \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$, and where $\mathcal{L}$ is a Lévy operator of the form

$$
\begin{align*}
\mathcal{L} u(x) & =\text { P.V. } \int_{\mathbb{R}^{n}}(u(x)-u(x+y)) K(y) d y  \tag{4.2.3}\\
& =\frac{1}{2} \int_{\mathbb{R}^{n}}(2 u(x)-u(x+y)-u(x-y)) K(y) d y,
\end{align*}
$$

with

$$
\begin{equation*}
K(y)=K(-y) \quad \text { and } \quad \frac{\lambda}{|y|^{n+2 s}} \leq K(y) \leq \frac{\Lambda}{|y|^{n+2 s}}, \tag{4.2.4}
\end{equation*}
$$

and $0<\lambda \leq \Lambda$. As in Chapter 3, we denote by $\mathfrak{L}_{s}(\lambda, \Lambda)$ the set of operators for which (4.2.3)-(4.2.4) hold (see Definition 3.1.7). We will moreover assume that $\mathcal{L}$ is a stable operator, that is,

$$
\begin{equation*}
K \text { is homogeneous, i.e., } \quad K(y)=\frac{K(y /|y|)}{|y|^{n+2 s}} \text {. } \tag{4.2.5}
\end{equation*}
$$

Definition 4.2.1. Let $s \in(0,1)$ and $0<\lambda \leq \Lambda$. We define

$$
\mathfrak{L}_{s}^{\text {hom }}(\lambda, \Lambda):=\{\mathcal{L} \in \mathfrak{L}: \text { its kernel } K \text { satisfies 4.2.5 }\} \text {. }
$$

This is the class of stable operators whose kernels are comparable to the one of the fractional Laplacian.

Notice that (4.2.1) (or, equivalently, (4.1.1)) is a free boundary problem, in the sense that there are two unknowns: the solution $v$, and the set $\{v>\varphi\}$ where the equation $\mathcal{L} v=0$ holds. The boundary of such (a priori unknown) set is the so-called free boundary $\partial\{v>\varphi\}$.

The main questions in this context are the following:

- What is the optimal regularity of solutions $v$ of 4.2.1)?
- What can we say about the structure and regularity of their free boundaries?

These are the questions that we tackle in this chapter.
4.2.1. Existence and uniqueness. Solutions to the obstacle problem (4.2.1)-4.2.2 can be constructed in (at least) two different ways. On the one hand, one can minimize the energy functional

$$
\mathcal{E}(v)=\int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}}|v(x)-v(y)|^{2} K(x-y) d y d x
$$

among all functions $v \in H^{s}\left(\mathbb{R}^{n}\right)$ that satisfy $v \geq \varphi$ in $\mathbb{R}^{n}$. The minimizer $v \in H^{s}\left(\mathbb{R}^{n}\right)$ is then unique, it solves (4.2.1) in the weak sense, and it decays to 0 as $|x| \rightarrow \infty$ provided that $n>2 s$. (See [102, 183 in the local case, and [206] for the case of the fractional Laplacian.)

On the other hand, one can also consider the infimum of all supersolutions $w \in \operatorname{LSC}\left(\mathbb{R}^{n}\right)$ that satisfy $w \geq \varphi($ and $w \geq 0)$ in $\mathbb{R}^{n}$. As in subsection 3.2.5, it turns out that such infimum $v$ is actually a (continuous) supersolution itself, and by minimality it satisfies 4.2.1).

The two ways to construct solutions are anyway a posteriori equivalent (see Theorem 4.2.2 and Remark 4.2 .4 below), and here for convenience we will proceed with the latter construction. This is precisely what we do in the following.

Theorem 4.2.2. Let $s \in(0,1), n>2 s$, and let $\mathcal{L} \in \mathfrak{L}_{s}(\lambda, \Lambda)$. Given $\varphi \in C_{c}\left(\mathbb{R}^{n}\right)$ there exists a unique viscosity solution $v \in C\left(\mathbb{R}^{n}\right)$ of

$$
\left\{\begin{align*}
\mathcal{L} v & \geq 0 \quad \text { in } \mathbb{R}^{n},  \tag{4.2.6}\\
\mathcal{L} v & =0 \quad \text { in }\{v>\varphi\}, \\
v & \geq \varphi \quad \text { in } \mathbb{R}^{n}, \\
\lim _{|x| \rightarrow \infty} v(x) & =0 .
\end{align*}\right.
$$

Moreover, $v$ has the same modulus of continuity as $\varphi$, and if $\varphi \in \operatorname{Lip}\left(\mathbb{R}^{n}\right)$ then $v \in C_{\mathrm{loc}}^{2 s+\varepsilon}(\{v>\varphi\}) \cap \operatorname{Lip}\left(\mathbb{R}^{n}\right)$ for some $\varepsilon>0$.

Finally, if $w \in \operatorname{LSC}\left(\mathbb{R}^{n}\right) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ satisfies

$$
\left\{\begin{align*}
\mathcal{L} w & \geq 0  \tag{4.2.7}\\
w & \text { in } \quad \mathbb{R}^{n}, \\
\lim \inf _{|x| \rightarrow \infty} w(x) & \geq 0,
\end{align*} \text { in } \quad \mathbb{R}^{n},\right.
$$

in the viscosity sense, then $w \geq v$ in $\mathbb{R}^{n}$.
Proof. We proceed by constructing the solution, in analogy with the construction in the existence of solutions to fully nonlinear integro-differential equations in Theorem 3.2.27. We divide the proof into five steps.

Step 1: Let us define $v$ as the infimum of all viscosity supersolutions that are above the obstacle and have nonnegative limits at infinity:

$$
v(x):=\inf _{w \in \mathcal{S}} w(x),
$$

where

$$
\mathcal{S}:=\left\{w \in \operatorname{LSC}\left(\mathbb{R}^{n}\right) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right): \begin{array}{l}
\mathcal{L} w \geq 0 \text { in } \mathbb{R}^{n} \text { in the viscosity sense, } \\
w \geq \varphi \text { in } \mathbb{R}^{n}, \lim \inf |x| \rightarrow \infty \\
\\
\end{array}\right\}(x) \geq 0 .
$$

The constant function equal to $\|\varphi\|_{L^{\infty}\left(\mathbb{R}^{n}\right)}$ belongs to $\mathcal{S}$, and so $v \leq$ $\|\varphi\|_{L^{\infty}\left(\mathbb{R}^{n}\right)}$ in $\mathbb{R}^{n}$. On the other hand, any function $w \in \mathcal{S}$ satisfies either $w>0$ or $w \equiv 0$ in $\mathbb{R}^{n}$. This is a consequence of the fact that if $w$ achieves its global minimum, it is necessarily constant (since $\mathcal{L} w \geq 0$ and $\mathcal{L}$ has a strictly positive kernel).

Indeed, observe first that $w \geq 0$ in $\mathbb{R}^{n} \backslash \operatorname{supp}(\varphi)$ by construction. Since $w$ achieves its minimum in any compact set, if its minimum in $\operatorname{supp}(\varphi)$ was
negative, it would be a global minimum and $w$ would be constant and negative, a contradiction. Hence, $w \geq 0$ in $\mathbb{R}^{n}$, and using again that it cannot achieve its global minimum, we have that either $w \equiv 0$ in $\mathbb{R}^{n}$ or $w>0$ in $\mathbb{R}^{n}$. If $\varphi$ is positive somewhere, we must have $w>0$ in $\mathbb{R}^{n}$.

In particular, $0 \leq v \leq\|\varphi\|_{L^{\infty}\left(\mathbb{R}^{n}\right)}$ in $\mathbb{R}^{n}$. Let us define

$$
v_{*}(x):=\inf \left\{\liminf _{k \rightarrow \infty} v\left(x_{K}\right): \mathbb{R}^{n} \ni x_{k} \rightarrow x\right\},
$$

so that, by Lemma3.2.28, we have $\mathcal{L} v_{*} \leq 0$ in the viscosity sense and $v_{*} \geq \varphi$ in $\mathbb{R}^{n}$ as well, therefore showing that $v_{*} \in \mathcal{S}$, and $v=v_{*} \in \operatorname{LSC}\left(\mathbb{R}^{n}\right)$. As before, we immediately have that either $v \equiv 0$ in $\mathbb{R}^{n}$, or if $\varphi$ is positive somewhere, $v>0$ in $\mathbb{R}^{n}$.

Observe also that, by construction, if $w$ satisfies (4.2.7), then $w \geq v$. Let us prove the remaining properties of $v$.
Step 2: We show now that $\lim _{|x| \rightarrow \infty} v(x)=0$ and that $v$ is continuous.
To show the first part, we need a barrier from above. In this case, we can take the fundamental solution for the operator $\mathcal{L}$, which is a positive function $0<\Gamma \in \operatorname{LSC}\left(\mathbb{R}^{n}\right) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ such that $\mathcal{L} \Gamma \geq 0$ in $\mathbb{R}^{n}$ in the viscosity sense and

$$
\Gamma(x) \leq \frac{C}{|x|^{n-2 s}} \quad \text { for } \quad|x| \gg 1
$$

(see Remark 2.4.8). Thus, $M \Gamma \in \mathcal{S}$ (for $M$ large enough such that $M \Gamma \geq \varphi$ ) and $v(x) \leq C|x|^{2 s-n}$ for $|x| \gg 1$, in particular giving that $\lim _{|x| \rightarrow \infty} v(x)=0$.

On the other hand, let $\sigma$ denote the modulus of continuity of $\varphi$ :

$$
|\varphi(x)-\varphi(y)| \leq \sigma(|x-y|) \quad \text { for all } \quad x, y \in \mathbb{R}^{n} .
$$

We define, for any $h \in \mathbb{R}^{n}$,

$$
v_{h}(x):=v(x+h)+\sigma(|h|) .
$$

Then $v_{h} \in \operatorname{LSC}\left(\mathbb{R}^{n}\right) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right), \mathcal{L} v_{h} \geq 0, \liminf |x| \rightarrow \infty v_{h}(x) \geq 0$, and

$$
v_{h}(x) \geq \varphi(x+h)+\sigma(|h|) \geq \varphi(x) .
$$

That is, $v_{h} \in \mathcal{S}$ and $v \leq v_{h}$ for any $h \in \mathbb{R}^{n}$ implies $\Psi^{11}$

$$
-\sigma(|h|) \leq v(x+h)-v(x) \leq \sigma(|h|),
$$

so $v$ is continuous with modulus of continuity $\sigma$.
Step 3: In order to see that $\mathcal{L} v=0$ in $\{v>\varphi\}$, we proceed as in Step 2 of the proof of Proposition 3.2.29 Indeed, assume that it is not true, and that there is a point $x_{\circ} \in\{v>\varphi\}$ and a test function $\eta$ that is $C^{2}$ in $B_{r}\left(x_{\circ}\right)$ for $r>0$ and $\eta>v$ in $\mathbb{R}^{n} \backslash\left\{x_{\circ}\right\}$ with $\eta\left(x_{\circ}\right)=v\left(x_{\circ}\right)$ but $\mathcal{L} \eta\left(x_{\circ}\right)>0$. By continuity of $\mathcal{L} \eta$ around $x_{\circ}$ (see Lemma 3.1.10) we have that $\mathcal{L} \eta(x)<0$ in $B_{\rho}\left(x_{\circ}\right)$ for some $\rho>0$ small.

[^27]We consider $\eta_{\delta}:=\eta-\delta$ for some $\delta>0$ small enough such that $\eta-\delta \geq \varphi$ in $B_{r}\left(x_{\circ}\right)$ (which exists by continuity of $v$ and $\varphi$ ). Since $\eta>v$ in $B_{r}\left(x_{\circ}\right) \backslash\left\{x_{\circ}\right\}$, we have that for $\delta>0$ small enough, $\eta_{\delta}>v$ in $B_{r}\left(x_{\circ}\right) \backslash B_{\rho}\left(x_{\circ}\right)$ as well. Let us define

$$
v_{\delta}=\left\{\begin{array}{lll}
\min \left\{v, \eta_{\delta}\right\} & \text { in } & B_{\rho}\left(x_{\circ}\right), \\
v & \text { in } & B_{\rho}^{c}\left(x_{\circ}\right) .
\end{array}\right.
$$

Then $v_{\delta}$ is a supersolution, since it coincides with $v$ in $B_{\rho}^{c}\left(x_{\circ}\right)$, and is the infimum of two supersolutions in $B_{\rho}\left(x_{\circ}\right)$ (recall Remark 3.2.3). Moreover, by construction we also have $v_{\delta} \geq \varphi$. This means that $v_{\delta} \in \mathcal{S}$, and therefore $v_{\delta} \geq v$. In particular, $\eta-\delta \geq v$ in $B_{r}\left(x_{\circ}\right)$, and thus $\eta\left(x_{\circ}\right)-\delta \geq v\left(x_{\circ}\right)$, a contradiction. That is, $\mathcal{L} v=0$ in $\{v>\varphi\}$, and $v$ satisfies (4.2.6).
Step 4: Let us now see that if $\varphi \in \operatorname{Lip}\left(\mathbb{R}^{n}\right)$ then $v \in C^{2 s+\varepsilon}(\{v>\varphi\})$ for some $\varepsilon>0$. Since $v$ has the same modulus of continuity as $\varphi$, if we define for any $h \in B_{1}, D_{h} v:=\frac{v(x+h)-v(x)}{|h|}$, we have $\left|D_{h} v\right| \leq C$ for some $C$ independent of $h$, and by linearity $\mathcal{L} D_{h} v=0$ in the viscosity sense in $\Omega_{h}:=\{x: \operatorname{dist}(x,\{v=\varphi\})>|h|\}$. We can now separate two cases:

If $s \leq \frac{1}{2}$, we can use the Hölder estimates in Theorem 3.3.2 to deduce that $D_{h} v \in C^{\gamma}$ in $\Omega_{h}$, and hence by Lemma A.1.2 we obtain $v \in C^{1+\gamma}$ in $\{v>\varphi\}$.

If $s>\frac{1}{2}$ instead, we can use Theorem 3.5.1 with $\alpha=\min \left\{\frac{\gamma}{2}, 2 s-1\right\}$, so that $\theta=0$ there and $D_{h} v \in C^{1, \alpha}$, giving $v \in C^{2, \alpha}$ in $\{v>\varphi\}$ by Lemma A.1.2 again. In all cases, we have $v \in C^{2 s+\varepsilon}$ in $\{v>\varphi\}$, and therefore $v$ is a strong solution there.
Step 5: It only remains to show uniqueness. Let $w \in C\left(\mathbb{R}^{n}\right)$ be any function that also satisfies 4.2.6), and let us see that $v=w$.

By construction, $v \leq w$. Let $\bar{u}:=w-v \geq 0$. Then $\bar{u} \in C\left(\mathbb{R}^{n}\right) \cap L^{\infty}\left(\mathbb{R}^{n}\right)$ and, whenever $\bar{u}>0$, we know that $\mathcal{L} \bar{u}=\mathcal{L} w-\mathcal{L} v \leq 0$ in the viscosity sense (since $w>v \geq \varphi$ and $\mathcal{L} w=0$ in $\{w>\varphi\}$ ). Thus, $\bar{u}$ satisfies

$$
\left\{\begin{aligned}
\mathcal{L} \bar{u} & \leq 0 \quad \text { in }\{\bar{u}>0\}, \\
\bar{u} & \geq 0 \quad \text { in } \mathbb{R}^{n}, \\
\lim _{|x| \rightarrow \infty} \bar{u}(x) & =0 .
\end{aligned}\right.
$$

If $\bar{u}$ is not identically zero in $\mathbb{R}^{n}$, it has a global positive maximum at $x_{\circ}$, i.e., $u\left(x_{\circ}\right)>0$ and $u\left(x_{\circ}\right) \geq u$ in $\mathbb{R}^{n}$. But then, by evaluating the operator $\mathcal{L}$ at this point we then get $\mathcal{L} u\left(x_{\circ}\right)>0$, a contradiction. Thus, $\bar{u} \equiv 0$, and we are done.
4.2.2. Semiconvexity. A key tool in the study of obstacle problems is the following (semi)convexity property of solutions.

Lemma 4.2.3 (Semiconvexity). Let $s \in(0,1), \mathcal{L} \in \mathfrak{L}_{s}(\lambda, \Lambda), \varphi \in C_{c}^{1,1}\left(\mathbb{R}^{n}\right)$, and $v$ be the solution to (4.2.1)-(4.2.2). Then,
(i) $v$ is semiconvex, with

$$
\partial_{e e} v \geq-\|\varphi\|_{C^{1,1}\left(\mathbb{R}^{n}\right)} \quad \text { for all } \quad e \in \mathbb{S}^{n-1}
$$

in the sense that $v(x)+C|x|^{2}$ is convex, for $C=\frac{1}{2 n}\|\varphi\|_{C^{1,1}\left(\mathbb{R}^{n}\right)}$.
(ii) $v$ is Lipschitz, with

$$
\|v\|_{\operatorname{Lip}\left(\mathbb{R}^{n}\right)} \leq\|\varphi\|_{\operatorname{Lip}\left(\mathbb{R}^{n}\right)} .
$$

Proof. For part(i), by Theorem 4.2.2, $v$ is the least supersolution which is above the obstacle $\varphi$ and is nonnegative at infinity.

Thus, for any given $h \in \mathbb{R}^{n}$ we may take

$$
w(x)=\frac{v(x+h)+v(x-h)}{2}+C|h|^{2} .
$$

This function clearly satisfies $\mathcal{L} w \geq 0$ in $\mathbb{R}^{n}$, and also $w \geq \varphi$ in $\mathbb{R}^{n}$ for $C=\|\varphi\|_{C^{1,1}\left(\mathbb{R}^{n}\right)}$. Hence, we have $w \geq v$ in $\mathbb{R}^{n}$, and therefore

$$
\frac{v(x+h)+v(x-h)-2 v(x)}{|h|^{2}} \geq-C .
$$

Since $C$ is independent of $h \in B_{1}$, we get $\partial_{e e} v \geq-C$ for all $e \in \mathbb{S}^{n-1}$.
Part (ii) follows directly from Theorem 4.2.2.
Remark 4.2.4. Thanks to Lemma 4.2.3(i) we have that, if $\varphi \in C_{c}^{1,1}\left(\mathbb{R}^{n}\right)$, then $v$ is semiconvex and therefore we can in fact evaluate $\mathcal{L} v$ at any point in $\mathbb{R}^{n}$ (thanks to Remark 3.1.11), so that the expression in 4.2.6) is welldefined pointwise.

### 4.3. Boundary Harnack in Lipschitz (and more general) domains

Boundary Harnack inequalities play a key role in many free boundary problems, and especially in obstacle-type problems.

The goal of this section is to prove the following boundary Harnack principle in Lipschitz (and more general) domains, a crucial tool in order to establish the regularity of solutions and free boundaries later on.

The only assumption that we will impose on the domain $\Omega$ is actually the following (see Figure 4.3.1):

$$
\begin{equation*}
\text { for any } \quad z \in \partial \Omega, \quad \text { there is a ball } \quad B_{\kappa r}\left(x_{r, z}\right) \subset B_{r}(z) \cap \Omega \tag{4.3.1}
\end{equation*}
$$

for all $r \in(0,1)$, for some $\kappa>0$. This is often referred as the interior corkscrew condition 142 . Notice that it suffices to check 4.3.1) for $r \in$ $\left(0, r_{\circ}\right)$, with $r_{\circ}>0$, by taking $\kappa>0$ smaller if necessary.


Figure 4.3.1. We consider domains satisfying assumption 4.3.1.

Theorem 4.3.1. Let $s \in(0,1)$, let $\mathcal{L} \in \mathfrak{L}_{s}(\lambda, \Lambda)$, and let $\Omega \subset \mathbb{R}^{n}$ be any open set satisfying 4.3.1) for all $r \in(0,1)$, for some $\kappa>0$. Then, there is $\delta>0$, depending only on $n, s, \kappa, \lambda$, and $\Lambda$, such that the following statement holds.

Let $u_{1}, u_{2} \in C\left(B_{1}\right)$ be viscosity solutions of

$$
\left\{\begin{align*}
\left|\mathcal{L} u_{i}\right| & \leq \delta \quad \text { in } B_{1} \cap \Omega  \tag{4.3.2}\\
u_{i} & =0 \quad \text { in } B_{1} \backslash \Omega
\end{align*}\right.
$$

satisfying

$$
\begin{equation*}
u_{i} \geq 0 \quad \text { in } \quad \mathbb{R}^{n}, \quad \int_{\mathbb{R}^{n}} \frac{u_{i}(x)}{1+|x|^{n+2 s}} d x=1 \tag{4.3.3}
\end{equation*}
$$

Then, there is $\alpha \in(0,1)$ such that

$$
\left\|\frac{u_{1}}{u_{2}}\right\|_{C^{0, \alpha}\left(\bar{\Omega} \cap B_{1 / 2}\right)} \leq C .
$$

The constants $\alpha$ and $C$ depend only on $n, s, \kappa, \lambda$, and $\Lambda$.
We will actually first prove the following boundary Harnack principle in arbitrary open sets.

Theorem 4.3.2. Let $s \in(0,1)$, let $\mathcal{L} \in \mathfrak{L}_{s}(\lambda, \Lambda)$, and let $\Omega \subset \mathbb{R}^{n}$ be any open set. Let $x_{\circ} \in B_{1 / 2}$ and $\varrho>0$ be such that $B_{2 \varrho}\left(x_{\circ}\right) \subset \Omega \cap B_{1 / 2}$. Then, there exists $\delta>0$, depending only on $n, s, \varrho, \lambda$, and $\Lambda$, such that the following statement holds.

Let $u_{1}, u_{2} \in C\left(B_{1}\right)$ be viscosity solutions of (4.3.2) satisfying (4.3.3). Then,

$$
C^{-1} u_{2} \leq u_{1} \leq C u_{2} \quad \text { in } \quad B_{1 / 2} .
$$

The constant $C$ depends only on $n, s, \varrho, \lambda$, and $\Lambda$.

Once we establish Theorem 4.3.2, the idea to prove Theorem 4.3.1 is the same as in Theorem 3.3.2, A Harnack-type inequality implies a $C^{\alpha}$ estimate (for some small $\alpha>0$ ) thanks to a suitable iteration procedure. In case of the interior Harnack, this iteration was simpler, and was carried out in Lemma 3.3.4. In the present setting of the boundary Harnack, the iteration will be a bit more delicate; see Proposition 4.3 .6 below.

The first boundary Harnack principle for nonlocal elliptic operators was established by Bogdan [22], who proved it for the fractional Laplacian in Lipschitz domains. Later, his result was extended to arbitrary open sets by Song and Wu [212]; see also Bogdan-Kulczycki-Kwasnicki [23], and more recently Bogdan-Kumagai-Kwasnicki $[24$ established the boundary Harnack principle in general open sets for a wide class of Markov processes with jumps. The proof of Theorems 4.3.1 and 4.3.2 that we present here is based on 190], and can be easily extended to $x$-dependent operators with kernels $K(x, y) \asymp|y|^{-n-2 s}$.
4.3.1. Proof of the boundary Harnack principle in open sets. To prove Theorem 4.3.2, we need the following.

Lemma 4.3.3. Let $s \in(0,1)$, let $\mathcal{L} \in \mathfrak{L}_{s}(\lambda, \Lambda)$, and let $\Omega \subset \mathbb{R}^{n}$ be any open set. Let $x_{\circ} \in B_{1 / 2}$ and $\varrho>0$ be such that $B_{2 \varrho}\left(x_{\circ}\right) \subset \Omega \cap B_{1 / 2}$.

Let $C_{\circ} \geq 0$, and $u \in C\left(B_{1}\right)$ be a viscosity solution of

$$
\left\{\begin{array}{rlrl}
|\mathcal{L} u| & \leq C_{\circ} & \text { in } B_{1} \cap \Omega \\
u & =0 & & \text { in } B_{1} \backslash \Omega .
\end{array}\right.
$$

Assume in addition that $u \geq 0$ in $\mathbb{R}^{n}$. Then,

$$
\sup _{B_{3 / 4}} u \leq C\left(\inf _{B_{e}\left(x_{\circ}\right)} u+C_{\circ}\right),
$$

with $C$ depending only on $n, s, \varrho, \lambda$, and $\Lambda$.
Proof. Since $u \geq 0$ in $B_{1}$ and $\mathcal{L} u \leq C_{\circ}$ in $B_{1} \cap\{u>0\}$, it follows from the definition of viscosity solutions (see Remark 3.2.3) that $\mathcal{L} u \leq C_{\circ}$ in all of $B_{1}$ in the viscosity sense. Thus, by Theorem 3.3.5 (and a standard covering argument) we have

$$
\sup _{B_{3 / 4}} u \leq C\left(\int_{\mathbb{R}^{n}} \frac{u(x)}{1+|x|^{n+2 s}} d x+C_{\circ}\right) .
$$

Now, using Theorem 3.3.1 in the ball $B_{2 \varrho}\left(x_{\circ}\right)$, we find

$$
\int_{\mathbb{R}^{n}} \frac{u(x)}{1+|x|^{n+2 s}} d x \leq C\left(\inf _{B_{e}\left(x_{\circ}\right)} u+C_{\circ}\right) .
$$

Combining the previous estimates, the lemma follows.

We next give the proof of the boundary Harnack principle in arbitrary open sets:

Proof of Theorem 4.3.2. First, as in Lemma 4.3.3, by 4.3.3 we have

$$
\begin{equation*}
u_{i} \leq C \quad \text { in } B_{3 / 4} \tag{4.3.4}
\end{equation*}
$$

and

$$
\begin{equation*}
u_{i} \geq c>0 \quad \text { in } B_{\varrho}\left(x_{\circ}\right), \tag{4.3.5}
\end{equation*}
$$

provided that $\delta>0$ is small enough. Notice that $c$ depends only on $n, s, \lambda$, $\Lambda$, and $\varrho$, but not on $\Omega$.

Let now $\xi \in C_{c}^{\infty}\left(B_{2 / 3}\right)$ be such that $0 \leq \xi \leq 1$ and $\xi \equiv 1$ in $B_{1 / 2}$, and let $\eta \in C_{c}^{\infty}\left(B_{\varrho}\left(x_{\circ}\right)\right)$ such that $0 \leq \eta \leq 1$ in $B_{\varrho}\left(x_{\circ}\right)$ and $\eta=1$ in $B_{\varrho / 2}\left(x_{\circ}\right)$. We define

$$
w:=u_{1} \chi_{B_{3 / 4}}+C_{1}(\xi-1)+C_{2} \eta .
$$

Then, thanks to 4.3.4, if $C_{1}$ is chosen large enough, we will have

$$
w \leq 0 \quad \text { in } \quad \mathbb{R}^{n} \backslash B_{2 / 3}
$$

Moreover, taking now $C_{2}$ large enough,

$$
\begin{aligned}
\mathcal{L} w & =\mathcal{L} u_{1}-\mathcal{L}\left(u_{1} \chi_{\mathbb{R}^{n} \backslash B_{3 / 4}}\right)+C_{1} \mathcal{L} \xi+C_{2} \mathcal{L} \eta \\
& \leq \delta+C+C C_{1}-c C_{2} \leq-1 \quad \text { in } \Omega \cap B_{2 / 3} \backslash B_{\varrho}\left(x_{\circ}\right) .
\end{aligned}
$$

Here we used that $\mathcal{L} u_{1} \leq \delta$ in $\Omega \cap B_{1}$, that

$$
\mathcal{L}\left(u_{1} \chi_{\mathbb{R}^{n} \backslash B_{3 / 4}}\right) \geq-C \int_{\mathbb{R}^{n}} \frac{u_{1}(x)}{1+|x|^{n+2 s}} d x \geq-C \quad \text { in } \quad B_{2 / 3}
$$

that $\mathcal{L} \xi \leq C$, and that

$$
\mathcal{L} \eta \leq-c<0 \quad \text { in } \quad B_{1} \backslash B_{\varrho}\left(x_{\circ}\right) .
$$

As a consequence, for any $C_{3} \leq \delta^{-1}$ we get

$$
\mathcal{L}\left(w-C_{3} u_{2}\right) \leq-1+C_{3} \delta \leq 0 \quad \text { in } \Omega \cap B_{2 / 3} \backslash B_{\varrho}\left(x_{\circ}\right)
$$

On the other hand, since $w \leq C$ in $B_{\varrho}\left(x_{\circ}\right)$ and $u_{2} \geq c>0$ in $B_{\varrho}\left(x_{\circ}\right)$, we have

$$
w \leq C_{3} u_{2} \quad \text { in } B_{\varrho}\left(x_{\circ}\right)
$$

for some constant $C_{3} \leq \delta^{-1}$ provided that we have taken $\delta$ small enough. Notice, also, that $w \leq 0$ in $B_{2 / 3} \backslash \Omega$ (since $u_{1}=0$ in $B_{1} \backslash \Omega$ and $\xi \leq 1$ ) so that, by the comparison principle in $\Omega \cap B_{2 / 3} \backslash B_{\varrho}\left(x_{\circ}\right)$ (see Figure 4.3.2 for a depiction of this domain) we find

$$
w \leq C_{3} u_{2} \quad \text { in all of } \mathbb{R}^{n} .
$$

In particular, since $w \equiv u_{1}$ in $B_{1 / 2} \backslash B_{\varrho}\left(x_{\circ}\right)$, this yields

$$
u_{1} \leq C_{3} u_{2} \quad \text { in } B_{1 / 2} \backslash B_{\varrho}\left(x_{\circ}\right) .
$$



Figure 4.3.2. The domain where we apply the comparison principle in the proof of Theorem 4.3.2.

Since $u_{1}$ and $u_{2}$ are comparable in $B_{\varrho}\left(x_{\circ}\right)$ (see (4.3.4)-(4.3.5)), we deduce

$$
u_{1} \leq C u_{2} \quad \text { in } \quad B_{1 / 2},
$$

maybe with a larger constant $C$. Changing the roles of $u_{1}$ and $u_{2}$, we obtain the desired result.
4.3.2. Iteration and proof of Theorem 4.3.1. We next proceed with the proof of Theorem 4.3.1.

For this, we first need a lower bound for positive solutions $u$ in domains satisfying (4.3.1), namely $u \geq c d^{2 s-\gamma}$ in $\Omega$ for some small $\gamma>0$.
Lemma 4.3.4. Let $s \in(0,1), \kappa>0$, and let $\mathcal{L} \in \mathfrak{L}_{s}(\lambda, \Lambda)$. Let $\Omega \subset \mathbb{R}^{n}$ be any open set satisfying (4.3.1) for all $r \in(0,2)$ and for some $\kappa>0$. Then, there exist $\delta>0, \gamma \in(0,1)$, and $c_{\circ}>0$ depending only on $n, s, \kappa$, $\lambda$, and $\Lambda$, such that the following statement holds.

Let $u$ be a viscosity solution of

$$
\left\{\begin{aligned}
|\mathcal{L} u| & \leq \delta \text { in } \Omega \cap B_{2} \\
u & =0 \text { in } B_{2} \backslash \Omega
\end{aligned}\right.
$$

Assume, in addition, that $u \geq 0$ in $\mathbb{R}^{n}$, and $\|u\|_{L^{\infty}\left(B_{1}\right)} \geq 1$. Then,

$$
u \geq c_{\circ} d^{2 s-\gamma}>0 \quad \text { in } \quad \Omega \cap B_{1} .
$$

Proof. Let $\mathfrak{d}_{D}$ be the regularized distance given by Lemma B.0.1, with

$$
D:=\left(\Omega \cap B_{1}\right) \cup \bigcup_{\substack{z \in \partial \Omega \cap B_{1}, r \in(0,1)}} B_{\kappa r}\left(x_{r, z}\right) .
$$

Notice that $D \subset B_{2}$ still satisfies (4.3.1), and that $\Omega \cap B_{1} \subset D$. Then, by Lemma B.3.1, we have that

$$
\mathcal{L}\left(\mathfrak{d}_{D}^{2 s-\gamma}\right) \leq-1 \quad \text { in } \quad D \cap\left\{\mathfrak{d}_{D}<\rho\right\}
$$

for some small $\rho>0$. Therefore, we have

$$
\mathcal{L} u \geq-\delta \geq \mathcal{L}\left(\delta \mathfrak{d}_{D}^{2 s-\gamma}\right) \quad \text { in } \quad D \cap\left\{\mathfrak{d}_{D}<\rho\right\}
$$

Now, since $\|u\|_{L^{\infty}\left(B_{1}\right)} \geq 1$, it follows from Lemma 4.3.3 that

$$
u \geq c_{\rho}>0 \quad \text { in } \quad D_{\rho}:=D \cap\left\{\mathfrak{d}_{D} \geq \rho\right\}
$$

This means in particular that $u \geq \delta \mathcal{D}_{D}^{2 s-\gamma}$ in $D_{\rho}$ if $\delta$ is small enough. Since $u \geq 0$ in $D^{c}$, it follows from the comparison principle that

$$
u \geq \delta \delta \mathfrak{d}_{D}^{2 s-\gamma} \quad \text { in } \quad D,
$$

which yields the result.
As a consequence, we find the following:
Corollary 4.3.5. Let $s \in(0,1), R>1, C_{0}>0$, and let $\mathcal{L} \in \mathfrak{L}_{s}(\lambda, \Lambda)$. Let $\Omega \subset \mathbb{R}^{n}$ be any open set satisfying (4.3.1) for all $r \in(0, R)$ and some $\kappa>0$, and let $0 \in \partial \Omega$. Then, there exist $\delta>0, \gamma_{\circ} \in(0,1), R_{\circ}>1$, and $C_{1}$, depending only on $n, s, C_{\mathrm{o}}, \kappa, \lambda$, and $\Lambda$, such that the following statement holds.

Let $R \geq R_{\circ}, \gamma \in\left(0, \gamma_{\circ}\right)$, and let $u$ be any viscosity solution of

$$
\left\{\begin{array}{rlrl}
|\mathcal{L} u| & \leq C_{0} R^{-\gamma} & \text { in } \Omega \cap B_{2 R} \\
u & =0 & & \text { in } B_{2 R} \backslash \Omega .
\end{array}\right.
$$

Assume, in addition, that $u \geq 0$ in $\mathbb{R}^{n}$ and $u\left(x_{1,0}\right) \leq 1$, where $x_{1,0}$ is given by 4.3.1. Then,

$$
\|u\|_{L^{\infty}\left(B_{\rho}\right)} \leq C_{1} \rho^{2 s-\gamma} \quad \text { for all } \quad \rho \in[1, R] .
$$

Proof. Assume we have $\rho \in[1, R]$ such that $\|u\|_{L^{\infty}\left(B_{\rho}\right)}>C_{1} \rho^{2 s-\gamma}$, for $C_{1}$ to be chosen. Then, we define

$$
u_{\rho}(x):=\frac{u(\rho x)}{\|u\|_{L^{\infty}\left(B_{\rho}\right)}},
$$

which satisfies

$$
\left|\mathcal{L}_{\rho} u_{\rho}\right| \leq \frac{C_{\circ}}{C_{1}} \rho^{\gamma} R^{-\gamma} \leq \frac{C_{\circ}}{C_{1}} \quad \text { in } \quad B_{2 R / \rho} \cap\left(\rho^{-1} \Omega\right),
$$

for some $\mathcal{L}_{\rho} \in \mathfrak{L}_{s}(\lambda, \Lambda)$ (see 3.1.8). Therefore, if $C_{1}$ is large enough, we have $C_{\circ} / C_{1}<\delta$ and we can use Lemma 4.3 .4 on the function $u_{\rho}$ to get that

$$
u(\rho x) \geq c_{\circ} \rho^{\gamma-2 s}\|u\|_{L^{\infty}\left(B_{\rho}\right)} d_{\Omega}^{2 s-\gamma}(\rho x),
$$

and hence, taking $\rho x=x_{r \rho, 0}$ (we recall that $0 \in \partial \Omega$, so $x_{r \rho, 0}$ given by 4.3.1) is such that $\left.B_{\kappa r \rho}\left(x_{r \rho, 0}\right) \subset B_{r \rho} \cap \Omega\right)$,

$$
u\left(x_{r \rho, 0}\right) \geq c_{1} r^{2 s-\gamma}\|u\|_{L^{\infty}\left(B_{\rho}\right)}
$$

for any $r \in(0,1)$. In particular, taking $r=1 / \rho$, we find

$$
\|u\|_{L^{\infty}\left(B_{\rho}\right)} \leq \frac{1}{c_{1}} \rho^{2 s-\gamma},
$$

a contradiction if $C_{1} c_{1} \geq 1$.
We can now prove the main step towards the boundary Harnack inequality in domains satisfying (4.3.1) (in particular, in Lipschitz domains).

Proposition 4.3.6. Let $s \in(0,1), \kappa>0$, and let $\mathcal{L} \in \mathfrak{L}_{s}(\lambda, \Lambda)$. Then, for any $\varepsilon>0$ there exist $R>1$ and $\delta>0$, depending only on $n, s, \kappa, \varepsilon, \lambda$, and $\Lambda$, such that the following statement holds.

Let $\Omega \subset \mathbb{R}^{n}$ be any open set with $0 \in \partial \Omega$ and satisfying 4.3.1) for all $r \in(0, R)$ and $\kappa>0$. Let $u_{1}, u_{2} \in C\left(B_{1}\right)$ be viscosity solutions of

$$
\left\{\begin{aligned}
\left|\mathcal{L} u_{i}\right| & \leq \delta \text { in } B_{2 R} \cap \Omega \\
u_{i} & =0
\end{aligned} \text { in } B_{2 R} \backslash \Omega\right.
$$

satisfying $u_{i} \geq 0$ in $B_{2 R}, u_{i}\left(x_{1,0}\right)=1$, where $x_{1,0}$ is given by 4.3.1, and

$$
\left|u_{i}(x)\right| \leq 1+|x|^{2 s-\varepsilon} \quad \text { in } \quad \mathbb{R}^{n} \backslash B_{R}
$$

Then,

$$
\underset{R^{-k}}{\operatorname{osc}} \frac{u_{1}}{u_{2}} \leq C R^{-k \alpha} \quad \text { for all } \quad k \in \mathbb{N}_{0}
$$

with $C$ and $\alpha>0$ depending only on $n, s, \varepsilon, \kappa, \lambda$, and $\Lambda$.
Proof. We split the proof into three steps.
Step 1: We first prove the case $k=0$. More precisely, we will prove that

$$
\begin{equation*}
0<m \leq \frac{u_{1}}{u_{2}} \leq M \quad \text { in } \quad B_{2} \tag{4.3.6}
\end{equation*}
$$

for some positive constants $m<1$ and $M>1$. For this, we want to apply Theorem 4.3.2 to the functions $u_{i} \chi_{B_{2 R}}$.

Indeed, on the one hand notice that, exactly as in Lemma 4.3.3, from $u_{i}\left(x_{1,0}\right)=1$ we deduce that

$$
C^{-1} \leq\left\|u_{i}\right\|_{L^{\infty}\left(B_{1}\right)} \leq C \quad \text { and } \quad C^{-1} \leq \int_{\mathbb{R}^{n}} \frac{u_{i}(x)}{1+|x|^{n+2 s}} d x \leq C .
$$

On the other hand, thanks to the growth assumption on $u_{i}$, we will have that $\left|\mathcal{L}\left(u_{i} \chi_{\mathbb{R}^{n} \backslash B_{2 R}}\right)\right|<C R^{-\varepsilon}$ in $B_{R}$, and therefore

$$
\left|\mathcal{L}\left(u_{i} \chi_{B_{2 R}}\right)\right|<\delta+C R^{-\varepsilon} \quad \text { in } \quad B_{R} \backslash \Omega
$$

Taking $\delta>0$ small enough and $R>1$ large enough, it follows from Theorem 4.3.2 that

$$
C^{-1} u_{2} \leq u_{1} \leq C u_{2} \quad \text { in } \quad B_{2}
$$

for some constant $C$, as claimed.
Notice also that, thanks to Corollary 4.3.5, we have

$$
\begin{equation*}
\left|u_{i}(x)\right| \leq C_{1}|x|^{2 s-\varepsilon} \quad \text { in } \quad B_{R} \backslash B_{1} \tag{4.3.7}
\end{equation*}
$$

provided that $\delta \leq R^{-\varepsilon}$.
Step 2: We next show how to apply iteratively Step 1. Let $\theta>0$ small (to be chosen later), and let us consider the functions

$$
u_{1}^{(R)}(x):=\frac{\left(u_{1}-\theta u_{2}\right)(x / R)}{\left(u_{1}-\theta u_{2}\right)\left(z_{R}\right)}, \quad u_{2}^{(R)}(x):=\frac{\left(u_{2}-\theta u_{1}\right)(x / R)}{\left(u_{2}-\theta u_{1}\right)\left(z_{R}\right)}
$$

where $z_{R}:=x_{1 / R, 0}$ is given by 4.3.1], and $\theta$ is small enough so that $u_{i}^{(R)}$ satisfy (recall 4.3.6)

$$
u_{i}^{(R)}=0 \quad \text { in } \quad B_{2 R^{2}} \backslash(R \Omega) \quad \text { and } \quad u_{i}^{(R)} \geq 0 \quad \text { in } \quad B_{2 R} .
$$

Moreover, by definition we also have $u_{i}^{(R)}\left(R z_{R}\right)=1$.
Now, by Lemma 4.3.4 and condition 4.3.1, we have

$$
u_{i}\left(x_{r, 0}\right) \geq c_{\circ} r^{2 s-\gamma} \quad \text { for } \quad r \in(0,1)
$$

for some $\gamma>0$. In particular, since $\left\|u_{i}\right\|_{L^{\infty}\left(B_{1 / R}\right)} \leq C$, if $\theta$ is small enough (namely, $\theta \ll R^{\gamma-2 s}$ ) we will have

$$
\left(u_{1}-\theta u_{2}\right)\left(z_{R}\right) \geq c_{1} R^{\gamma-2 s}
$$

and the same holds for $\left(u_{2}-\theta u_{1}\right)\left(z_{R}\right)$. This implies that, for $R$ large,

$$
\left|\mathcal{L}_{R} u_{i}^{(R)}\right| \leq \frac{(1+\theta) \delta R^{-2 s}}{c_{1} R^{\gamma-2 s}} \leq \delta \quad \text { in } \quad B_{2 R^{2}} \cap(R \Omega)
$$

for some $\mathcal{L}_{R} \in \mathfrak{L}_{s}(\lambda, \Lambda)$ (see (3.1.8)). Moreover, by the growth of $u_{i}$ in 4.3.7),

$$
\left|u_{1}^{(R)}(x)\right| \leq \frac{C_{1}(1+\theta)|x / R|^{2 s-\varepsilon}}{c_{1} R^{\gamma-2 s}} \leq|x|^{2 s-\varepsilon} \quad \text { for } \quad R \leq|x| \leq R^{2}
$$

where we used that we can choose $\varepsilon>0$ small and $R$ large so that $R^{-\gamma} \ll$ $R^{-\varepsilon}$. On the other hand, by the growth assumption on $u_{i}$ in $\mathbb{R}^{n} \backslash B_{R}$, we also have

$$
\left|u_{1}^{(R)}(x)\right| \leq \frac{C|x / R|^{2 s-\varepsilon}}{c_{1} R^{\gamma-2 s}} \leq|x|^{2 s-\varepsilon} \quad \text { for } \quad|x| \geq R^{2}
$$

and the same bounds hold for $u_{2}^{(R)}$.

Thus, the functions $u_{i}^{(R)}$ satisfy the same assumptions as $u_{i}$, and using the case $k=0$ from Step 1 we deduce

$$
0<m \leq \frac{u_{1}^{(R)}}{u_{2}^{(R)}} \leq M \quad \text { in } \quad B_{1}
$$

Rescaling back to $u_{i}$, this means that

$$
m \frac{\left(u_{1}-\theta u_{2}\right)\left(z_{R}\right)}{\left(u_{2}-\theta u_{1}\right)\left(z_{R}\right)} \leq \frac{u_{1}-\theta u_{2}}{u_{2}-\theta u_{1}} \leq M \frac{\left(u_{1}-\theta u_{2}\right)\left(z_{R}\right)}{\left(u_{2}-\theta u_{1}\right)\left(z_{R}\right)} \quad \text { in } \quad B_{1 / R} .
$$

After some manipulations, the upper bound is equivalent to

$$
\frac{u_{1} / u_{1}\left(z_{R}\right)}{u_{2} / u_{2}\left(z_{R}\right)} \leq M-\theta(M-1) \frac{\frac{u_{2}\left(z_{R}\right)}{u_{1}\left(z_{R}\right)}+M \frac{u_{1}\left(z_{R}\right)}{u_{2}\left(z_{R}\right)}-(M+1) \theta}{1-\theta^{2} M+\theta(M-1) \frac{u_{1}\left(z_{R}\right)}{u_{2}\left(z_{R}\right)}}
$$

if $\theta$ is small enough such that the denominator in the right-hand side is positive, and an analogous expression holds for the lower bound.

Now, using that

$$
C^{-1} u_{2}\left(z_{R}\right) \leq u_{1}\left(z_{R}\right) \leq C u_{2}\left(z_{R}\right),
$$

and taking $\theta$ smaller if necessary, this yields

$$
m+c(1-m) \theta \leq \frac{u_{1} / u_{1}\left(z_{R}\right)}{u_{2} / u_{2}\left(z_{R}\right)} \leq M-c(M-1) \theta \quad \text { in } \quad B_{1 / R},
$$

for some small $c>0$.
Step 3: Fix $\theta>0$ small enough so that the previous inequalities hold (and $c \theta<1$ ), and let $\alpha>0$ be such that

$$
R^{-\alpha}:=1-c \theta<1 .
$$

(Notice that $\alpha$ is small, since we were requiring $\theta \ll R^{\gamma-2 s}$.) Define

$$
M_{k}:=1+(M-1) R^{-\alpha k}, \quad m_{k}:=1-(1-m) R^{-\alpha k}
$$

Then, we clearly have $M_{0}=M, m_{0}=m$, and

$$
M_{k+1}=M_{k}-c \theta\left(M_{k}-1\right), \quad m_{k+1}=m_{k}+c \theta\left(1-m_{k}\right)
$$

Thus, iterating Step 2 as many times as necessary, we get

$$
m_{k} \leq \frac{u_{1} / u_{1}\left(z_{k}\right)}{u_{2} / u_{2}\left(z_{k}\right)} \leq M_{k} \quad \text { in } \quad B_{R^{-k}}
$$

where $z_{k}:=x_{R^{-k-1}, 0}$, and hence, if we denote

$$
S_{k}:=\frac{u_{1}\left(z_{k}\right)}{u_{2}\left(z_{k}\right)},
$$

we have

$$
\begin{equation*}
\left(1-C R^{-k \alpha}\right) S_{k} \leq \frac{u_{1}}{u_{2}} \leq\left(1+C R^{-k \alpha}\right) S_{k} \quad \text { in } \quad B_{R^{-k}} \tag{4.3.8}
\end{equation*}
$$

In particular, evaluating it at $z_{k+1}$,

$$
\left|S_{k+1}-S_{k}\right| \leq C R^{-k \alpha} S_{k}
$$

That is, since $S_{0} \leq C$,

$$
S_{k} \leq \prod_{i=0}^{k}\left(1+C R^{-i \alpha}\right) \leq e^{C \sum_{i=0}^{k} R^{-\alpha k}} \leq C
$$

Hence, we actually get

$$
\left|S_{k+1}-S_{k}\right| \leq C R^{-k \alpha}
$$

and summing a geometric series again we obtain

$$
\left|S_{k}-c_{0}\right| \leq C R^{-k \alpha}
$$

for some $c_{\circ}>0$. Plugged into 4.3.8) this implies

$$
\left|\frac{u_{1}}{u_{2}}-c_{\circ}\right| \leq C R^{-k \alpha} \quad \text { in } \quad B_{R^{-k}}
$$

which is the desired result.
We finally give the:
Proof of Theorem 4.3.1. We split the proof into two steps.
Step 1: We first prove that

$$
\begin{equation*}
\left\|\frac{u_{1}}{u_{2}}-c_{z}\right\|_{L^{\infty}\left(B_{r}(z)\right)} \leq C_{1} r^{\alpha} \quad \text { for } \quad r \in\left(0, r_{\circ}\right) \tag{4.3.9}
\end{equation*}
$$

for any $z \in \partial \Omega \cap B_{1 / 2}$ and for some $r_{\circ}>0$.
Up to a translation and rotation, we may assume $z=0 \in \partial \Omega$. Thus, by Lemma 4.3.4 we have that $u_{i}\left(x_{r, 0}\right) \geq c r^{2 s-\gamma}$ for $r \in\left(0, \frac{1}{2}\right)$ for some small $c, \gamma>0$, with $x_{r, 0}$ given by 4.3.1. Moreover, as in Lemma 4.3.3, we have that $\left\|u_{i}\right\|_{L^{\infty}\left(B_{3 / 4}\right)} \leq C$.

Let $R>1$ be given by Proposition 4.3.6, and let $\varrho_{\circ} \geq 4 R$. Define

$$
\tilde{u}_{i}(x):=\frac{\left(u_{i} \chi_{B_{3 / 4}}\right)\left(x / \varrho_{0}\right)}{u_{i}\left(x_{1 / \varrho_{0}, 0}\right)}
$$

Then, we clearly have $\tilde{u}_{i}\left(\varrho_{\circ} x_{1 / \varrho_{0}, 0}\right)=1$ and since $\left|\mathcal{L}\left(u_{i} \chi_{B_{3 / 4}^{c}}\right)\right| \leq C$ in $B_{1 / 2}$ and $u_{i}\left(x_{1 / \varrho_{o}, 0}\right) \geq c \varrho_{\circ}^{\gamma-2 s}$ (by Lemma 4.3.4 , we have, for some $\mathcal{L}_{\varrho_{\circ}} \in \mathfrak{L}_{s}(\lambda, \Lambda)$ (see 3.1.8),

$$
\left|\mathcal{L}_{\varrho_{o}} \tilde{u}_{i}\right| \leq \delta+C \varrho_{o}^{-\gamma} \quad \text { in } \quad B_{\varrho_{\circ} / 2} \cap \Omega .
$$

Therefore, taking $\varrho_{\circ}$ large enough and $\delta$ small enough (depending on $\varrho_{\circ}$ ), by Corollary 4.3.5, we have

$$
\left\|\tilde{u}_{i}\right\|_{L^{\infty}\left(B_{\rho}\right)} \leq C_{1} \rho^{2 s-\gamma} \quad \text { for } \quad \rho \in\left(1, \varrho_{\circ} / 4\right)
$$

Moreover, since $\left\|\tilde{u}_{i}\right\|_{L^{\infty}\left(\mathbb{R}^{n}\right)} \leq C \varrho_{\circ}^{2 s-\gamma}$, the previous bound holds for all $\rho \geq 1$.

This means that these functions $\tilde{u}_{i}$ satisfy the assumptions of Proposition 4.3.6, and hence

$$
\left\|\frac{\tilde{u}_{1}}{\tilde{u}_{2}}-c_{0}\right\|_{L^{\infty}\left(B_{r}\right)} \leq C_{\circ} r^{\alpha} \quad \text { for } \quad r \in\left(0, \frac{1}{2}\right),
$$

for some $c_{0}>0$. Rescaling back to $u_{i}$, we find (4.3.9).
Step 2: We now prove the Hölder estimate for $u_{1} / u_{2}$ by combining 4.3.9) with interior estimates.

Namely, we want to prove that for any $x, y \in \Omega \cap B_{1 / 2}$ we have

$$
\left|\left(\frac{u_{1}}{u_{2}}\right)(x)-\left(\frac{u_{1}}{u_{2}}\right)(y)\right| \leq C|x-y|^{\alpha^{\prime}}
$$

for some small $\alpha^{\prime}>0$. Fix $x_{\circ} \in \Omega \cap B_{1 / 2}$, and define

$$
d=d\left(x_{\circ}\right) .
$$

We first notice that the function $u_{i}\left(x_{\circ}+d x\right)$ satisfies the equation in $B_{1}$ and is uniformly bounded (in $x_{\circ}$ ) in $L_{w_{s}}^{1}\left(\mathbb{R}^{n}\right)$, so by interior estimates (e.g., Theorem 3.3.6 we have

$$
\left[u_{i}\right]_{C^{\alpha}\left(B_{d / 2}\left(x_{0}\right)\right)} \leq C d^{-\alpha} .
$$

Since $u_{2} \geq c_{\circ} d^{2 s-\gamma}$ in $B_{d / 2}\left(x_{\circ}\right)$ (by Lemma 4.3.4) we deduce that

$$
\frac{\left|u_{2}^{-1}\left(x_{1}\right)-u_{2}^{-1}\left(x_{2}\right)\right|}{\left|x_{1}-x_{2}\right|^{\alpha}}=\frac{\left|u_{2}\left(x_{1}\right)-u_{2}\left(x_{2}\right)\right|}{\left|u_{2}\left(x_{1}\right) u_{2}\left(x_{2}\right)\right|\left|x_{1}-x_{2}\right|^{\alpha}} \leq C \frac{\left|u_{2}\left(x_{1}\right)-u_{2}\left(x_{2}\right)\right|}{d^{4 s-2 \gamma}\left|x_{1}-x_{2}\right|^{\alpha}}
$$

for any $x_{1}, x_{2} \in B_{d / 2}\left(x_{\circ}\right)$, so that

$$
\left[u_{2}^{-1}\right]_{C^{\alpha}\left(B_{d / 2}\left(x_{\circ}\right)\right)} \leq C d^{2 \gamma-\alpha-4 s}
$$

Then, using A.3.6, this yields.

$$
\left[\frac{u_{1}}{u_{2}}\right]_{C^{\alpha}\left(B_{d / 2}\left(x_{\circ}\right)\right)} \leq C\left(d^{2 \gamma-\alpha-4 s}+d^{\gamma-\alpha-2 s}\right)
$$

and so (recall $\gamma<2 s$ ),

$$
\left|\left(\frac{u_{1}}{u_{2}}\right)\left(x_{\circ}\right)-\left(\frac{u_{1}}{u_{2}}\right)(y)\right| \leq C\left|x_{\circ}-y\right|^{\alpha} d^{2 \gamma-\alpha-4 s}
$$

for any $y \in B_{d / 2}\left(x_{\circ}\right)$. In particular, choosing

$$
\alpha \leq 2 \gamma, \quad\left|x_{\circ}-y\right| \leq d^{\theta}, \quad \theta \alpha>4 s
$$

we deduce that

$$
\left|\left(\frac{u_{1}}{u_{2}}\right)\left(x_{\circ}\right)-\left(\frac{u_{1}}{u_{2}}\right)(y)\right| \leq C\left|x_{\circ}-y\right|^{\alpha-4 s / \theta} \quad \text { if } \quad\left|x_{\circ}-y\right| \leq d^{\theta} .
$$

On the other hand, we want a similar bound for $\left|x_{\circ}-y\right|>d^{\theta}$. For this, let $z \in \partial \Omega$ be such that $d\left(x_{\circ}\right)=\left|z-x_{\circ}\right|$. Then, since $|y-z| \leq d+\left|x_{\circ}-y\right|$, by 4.3.9) we find

$$
\begin{aligned}
\left|\left(\frac{u_{1}}{u_{2}}\right)\left(x_{\circ}\right)-\left(\frac{u_{1}}{u_{2}}\right)(y)\right| & \leq C\left(d+\left|x_{\circ}-y\right|\right)^{\alpha} \\
& \leq C\left|x_{\circ}-y\right|^{\alpha / \theta} \quad \text { if } \quad\left|x_{\circ}-y\right| \geq d^{\theta}
\end{aligned}
$$

Combining the previous inequalities, we deduce

$$
\left|\left(\frac{u_{1}}{u_{2}}\right)\left(x_{\circ}\right)-\left(\frac{u_{1}}{u_{2}}\right)(y)\right| \leq C\left|x_{\circ}-y\right|^{\alpha^{\prime}}, \quad \alpha^{\prime}:=\min \{\alpha-4 s / \theta, \alpha / \theta\}>0,
$$

for all $x_{\circ}, y \in \Omega \cap B_{1 / 2}$, and the theorem is proved.

### 4.4. Regularity of free boundaries near regular points

The goal of this section is to establish the main free boundary regularity results for the obstacle problem, 4.2.1).

The first and main result is the following, which gives a dichotomy between regular and degenerate points, and establishes the $C^{1, \gamma}$ regularity of free boundaries near regular points. Notice that now we require the kernels to be homogeneous (or the operators, to be stable operators).

Theorem 4.4.1. Let $s \in(0,1), \alpha \in(0, \min \{s, 1-s\})$, and let $\mathcal{L} \in \mathfrak{L}_{s}^{\text {hom }}(\lambda, \Lambda)$. There exists $\gamma>0$ depending only on $n, s, \lambda$, and $\Lambda$, such that the following holds.

Let $\varphi \in C_{c}^{2, \vartheta}\left(\mathbb{R}^{n}\right)$, with $\vartheta>\max \{2 s-1,0\}$, and let $v$ be the solution to the obstacle problem 4.2.1)-4.2.2).

Then, near any free boundary point $x_{\circ} \in \partial\{v>\varphi\}$ we have
(i) either

$$
v(x)-\varphi(x)=a_{\circ}\left(\left(x-x_{\circ}\right) \cdot \nu\right)_{+}^{1+s}+O\left(\left|x-x_{\circ}\right|^{1+s+\gamma}\right)
$$

for some $a_{\circ}>0$ and $\nu \in \mathbb{S}^{n-1}$,
(ii) or

$$
v(x)-\varphi(x)=O\left(\left|x-x_{\circ}\right|^{1+s+\alpha}\right) .
$$

Moreover, the set of (regular) points $x_{\circ}$ satisfying (i) is an open subset of the free boundary, and it is locally a $C^{1, \gamma}$ manifold.

Free boundary points satisfying (i)] are called regular points, while those satisfying (ii) are degenerate points.

This result was first established in [8] for the operator $\mathcal{L}=\sqrt{-\Delta}$, then in [41] in case $\mathcal{L}=(-\Delta)^{s}$ for all $s \in(0,1)$, and finally in [40] for general
operators of the form $(\sqrt[4.2 .3]{)}-(\sqrt{4.2 .4})-\sqrt{4.2 .5})$; see also $\mathbf{1 0 0}, \mathbf{1 0 7}$ for the case of non-symmetric operators.

On the other hand, we have the following higher regularity result, which yields that free boundaries are actually $C^{\infty}$ near regular points.

Theorem 4.4.2. Let $s, \mathcal{L}, \varphi$, and $v$ be as in Theorem 4.4.1. Assume in addition

$$
\varphi \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right) \quad \text { and }\left.\quad K\right|_{\mathbb{S}^{n-1}} \in C^{\infty}\left(\mathbb{S}^{n-1}\right)
$$

Then, the set of regular free boundary points is locally a $C^{\infty}$ manifold.
This result was first established in [152, 67] for $\mathcal{L}=\sqrt{-\Delta}$, then in [153, 143 in case $\mathcal{L}=(-\Delta)^{s}$ for all $s \in(0,1)$, and finally in 3 for general operators of the form (4.2.3)-(4.2.4)-(4.2.5). Its proof is completely independent from that of Theorem 4.4.1, as we will see later on.

On the other hand, after we prove Theorem 4.4.1 we will establish the optimal $C^{1+s}$ regularity of solutions. More precisely, combining a quantitative version of the free boundary regularity result with an iterative argument from [59, 107], we will prove that

$$
\|v\|_{C^{1, s}\left(\mathbb{R}^{n}\right)} \leq C\|\varphi\|_{C^{2, \vartheta}\left(\mathbb{R}^{n}\right)},
$$

with $C$ depending only on $n, s, \lambda$ and $\Lambda$. This will be done in Section 4.5,
As said before, the main goal of this section is to prove Theorem 4.4.1. We first give an overview of the whole argument, to then provide a detailed proof in several steps.
4.4.1. Sketch of the proof. To establish Theorem 4.4.1, we consider

$$
u:=v-\varphi,
$$

which satisfies

$$
u \geq 0 \quad \text { and } \quad D^{2} u \geq-C_{\circ} \text { Id } \quad \text { in } \quad \mathbb{R}^{n},
$$

and

$$
\begin{equation*}
\mathcal{L} u=f \quad \text { in } \quad\{u>0\} \quad \text { and } \quad \mathcal{L} u \geq f \quad \text { in } \quad \mathbb{R}^{n}, \tag{4.4.1}
\end{equation*}
$$

with

$$
\|f\|_{\operatorname{Lip}\left(\mathbb{R}^{n}\right)} \leq C_{\circ} \quad \text { and } \quad\|u\|_{\operatorname{Lip}\left(\mathbb{R}^{n}\right)} \leq C_{\circ} .
$$

Moreover, dividing $u$ by a constant if necessary we may assume $C_{\circ}=1$, and up to a translation we may assume $x_{\circ}=0 \in \partial\{u>0\}$.

The proof then goes as follows: assume (ii) does not hold at $x_{\circ}=0$, and let us show that (i) must then hold.

For this, we need a blow-up argument: we consider the rescaled solutions

$$
u_{r}(x):=\frac{u(r x)}{\|u\|_{L^{\infty}\left(B_{r}\right)}},
$$

and then try to take limits $r \rightarrow 0$ to get

$$
u_{r} \longrightarrow u_{0}
$$

for some global solution $u_{0}$. After that, we would like to classify all possible blow-ups $u_{0}$ (hopefully prove that they must all be of the form $u_{0}(x)=$ $\kappa(x \cdot e)_{+}^{1+s}$ for some $\kappa>0$ and $e \in \mathbb{S}^{n-1}$ ), to then infer new information about our original solution $u$ near $0 \in \partial\{u>0\}$.

This strategy, which is common in many free boundary problems (and originates in the classical theory of minimal surfaces), encounters new difficulties here, and thus requires several new ideas.

First, we choose carefully a sequence $r_{k} \rightarrow 0$ which, thanks to the assumption that (ii) does not hold, allows us to prove that

$$
\|u\|_{L^{\infty}\left(B_{r_{k}}\right)} \gtrsim r_{k}^{1+s+\alpha},
$$

and more importantly that

$$
\left|u_{r_{k}}(x)\right| \leq C\left(1+|x|^{1+s+\alpha}\right) \quad \text { in } \quad \mathbb{R}^{n}
$$

and

$$
\begin{equation*}
\left|\nabla u_{r_{k}}(x)\right| \leq C\left(1+|x|^{s+\alpha}\right) \quad \text { in } \quad \mathbb{R}^{n}, \tag{4.4.2}
\end{equation*}
$$

with a constant $C$ which is independent of $k$. This is an important observation, and is proved in Lemma 4.4.11.

Thanks to this, we will have that

$$
D^{2} u_{r_{k}} \gtrsim-\frac{r_{k}^{2}}{r_{k}^{1+s+\alpha}} \operatorname{Id} \longrightarrow 0
$$

as $r_{k} \rightarrow 0$, which already gives enough compactness on the sequence $u_{r_{k}}$ to have

$$
u_{r_{k}} \longrightarrow u_{0} \quad \text { locally uniformly in } \mathbb{R}^{n} .
$$

Moreover, the blow-up $u_{0}$ is convex, and satisfies

$$
\begin{equation*}
\left|\nabla u_{0}(x)\right| \leq C\left(1+|x|^{s+\alpha}\right) \quad \text { in } \quad \mathbb{R}^{n} \tag{4.4.3}
\end{equation*}
$$

The next step is to pass the equation to the limit, to show that $u_{0}$ is (in some sense) a global solution to the obstacle problem for the operator $\mathcal{L}$. This is a priori not obvious, since the equations in 4.4.1) do not make sense for a function $u_{0}$ that grows too much. To solve this, we write (4.4.1) in terms of the gradient $\nabla u_{r_{k}}$, which has a moderate growth 4.4.2) (since $\alpha<s$ ). Namely, we have that ${ }^{2}$
$\mathcal{L}\left(\nabla u_{r_{k}}\right)=\bar{f}_{k} \quad$ in $\quad\left\{u_{r_{k}}>0\right\} \quad$ and $\quad \mathcal{L}\left(D_{h} u_{r_{k}}\right) \geq \bar{f}_{k, h} \quad$ in $\quad\left\{u_{r_{k}}>0\right\}$,
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Figure 4.4.1. Blow-ups at regular points look like half-space solutions with growth $1+s$.
for some $\bar{f}_{k} \rightarrow 0$ and $\bar{f}_{k, h} \rightarrow 0$, where

$$
D_{h} w(x):=\frac{w(x+h)-w(x)}{|h|} .
$$

This formulation is very good for our purposes, since we can then pass to the limit $r_{k} \rightarrow 0$ and prove that the blow-up $u_{0}$ solves

$$
\mathcal{L}\left(\nabla u_{0}\right)=0 \quad \text { in } \quad\left\{u_{0}>0\right\} \quad \text { and } \quad \mathcal{L}\left(D_{h} u_{0}\right) \geq 0 \quad \text { in } \quad\left\{u_{0}>0\right\} .
$$

This, combined with the convexity of $u_{0}$ and the growth (4.4.3), turns out to be enough for us to completely classify blow-ups and prove that

$$
u_{0}(x)=\kappa(x \cdot e)_{+}^{1+s},
$$

see Figure 4.4.1 and Proposition 4.4.3 below.
The next step is to transfer such information to the original solution $u$ near 0 . As in the classical obstacle problem (corresponding to $s=1$ and $\mathcal{L}=-\Delta)$, the key idea is to prove that

$$
\begin{equation*}
\partial_{\tau} u_{r_{k}} \geq 0 \quad \text { in } \quad B_{1} \tag{4.4.4}
\end{equation*}
$$

for any $\tau \in \mathbb{S}^{n-1}$ with $\tau \cdot e \geq \frac{1}{2}$, and for $r_{k}>0$ small enough. This implies that the free boundary $\partial\left\{u_{r_{k}}>0\right\}$ is Lipschitz in $B_{1}$, and an appropriate application of the boundary Harnack in Lipschitz domains (Theorem 4.3.1) yields the $C^{1, \gamma}$ regularity of the free boundary, as wanted.

The proof of (4.4.4), however, requires an extra ingredient. Namely, it is convenient to have $C^{1}$ convergence of $u_{r_{k}}$ to the blow-up $u_{0}$, and this does not follow from the previous arguments. We solve this by the following simple observation: the classification of blow-ups, combined with the contradiction
and compactness arguments from Chapter 2, yields (almost-optimal) $C^{1, \mu}$ regularity estimates for solutions of 4.2.1), for any $\mu<s$.

The optimal $C^{1, s}$ regularity estimates will be proved later on, in Section 4.5. It is actually interesting to notice that, unlike in many other free boundary problems, in order to establish the optimal regularity of solutions here we really need first the regularity of free boundaries near regular points.
4.4.2. Classification of blow-ups. Our first goal towards the proof of Theorem 4.4.1 will be to prove the classification of blow-ups.

Proposition 4.4.3. Let $s \in(0,1), \mathcal{L} \in \mathfrak{L}_{s}^{\text {hom }}(\lambda, \Lambda)$, and $\alpha \in(0, \min \{s, 1-$ $s\})$. Let $u_{\circ} \in \operatorname{Lip}_{\text {loc }}\left(\mathbb{R}^{n}\right)$ be any function satisfying:

- $u_{\circ}$ is nonnegative and convex in $\mathbb{R}^{n}$ :

$$
u_{\circ} \geq 0 \quad \text { and } \quad D^{2} u_{\circ} \geq 0 \quad \text { in } \mathbb{R}^{n}, \text { with } 0 \in \partial\left\{u_{\circ}>0\right\} .
$$

- $u_{\circ} \in C^{1}\left(\left\{u_{\circ}>0\right\}\right)$ solves, in the viscosity sense,

$$
\mathcal{L}\left(\nabla u_{\circ}\right)=0 \quad \text { in } \quad\left\{u_{\circ}>0\right\} \quad \text { and } \quad \mathcal{L}\left(D_{h} u_{\circ}\right) \geq 0 \quad \text { in } \quad\left\{u_{\circ}>0\right\},
$$

for any $h \in \mathbb{R}^{n}$, where

$$
D_{h} u_{\circ}(x)=\frac{u_{\circ}(x+h)-u_{\circ}(x)}{|h|} .
$$

- $u_{\circ}$ has a controlled growth at infinity:

$$
\left\|\nabla u_{\circ}\right\|_{L^{\infty}\left(B_{R}\right)} \leq R^{s+\alpha} \quad \text { for all } \quad R \geq 1 .
$$

Then,

$$
u_{\circ}(x)=\kappa(x \cdot e)_{+}^{1+s},
$$

for some $\kappa \geq 0$ and $e \in \mathbb{S}^{n-1}$.
Remark 4.4.4. The condition $\alpha<s$ is needed in order to have $\nabla u_{\circ} \in$ $L_{w_{s}}^{1}\left(\mathbb{R}^{n}\right)$, so that we can evaluate $\mathcal{L}\left(\nabla u_{\circ}\right)$. On the other hand, we also need $1+s+\alpha<2$ (i.e., $\alpha<1-s$ ) in order to avoid other solutions with quadratic growth, like $u_{\circ}(x)=x^{T} A x$ with $A \geq 0$. They correspond to degenerate points.

To establish Proposition 4.4.3, we need the following important consequence of the boundary Harnack principle.

Proposition 4.4.5. Let $s \in(0,1)$ and $\Omega \subset \mathbb{R}^{n}$ be any open set with $0 \in \partial \Omega$. Assume that $\Omega$ is unbounded and satisfies

$$
B_{\varrho R}(-R e) \subset \Omega \quad \text { for some } \quad e \in \mathbb{S}^{n-1} \quad \text { and all } \quad R \geq 1
$$

for some $\varrho>0$. Let $\mathcal{L} \in \mathfrak{L}_{s}(\lambda, \Lambda)$, and $v_{1}, v_{2} \in C\left(\mathbb{R}^{n}\right) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ be any two viscosity solutions of

$$
\left\{\begin{array}{rll}
\mathcal{L} v_{i} & =0 & \\
\text { in } & \Omega \\
v_{i} & =0 & \text { in } \mathbb{R}^{n} \backslash \Omega \\
v_{i} & \geq 0 & \text { in } \mathbb{R}^{n},
\end{array}\right.
$$

with $v_{2} \not \equiv 0$. Then,

$$
v_{1} \equiv \kappa v_{2} \quad \text { in } \quad \mathbb{R}^{n}
$$

for some $\kappa \geq 0$.
Proof. The result will follow by applying Theorem 4.3.2 at scale $R$, and letting $R \rightarrow \infty$, as shown next.

Notice first that by the strong maximum principle we have either $v_{i}>0$ in $\Omega$ or $v_{i} \equiv 0$ in $\mathbb{R}^{n}$. Thus, we may assume $v_{1}>0$ in $\Omega$; otherwise there is nothing to prove.

Step 1: We claim that, if $v_{1} \not \equiv 0$, then there exists a constant $M>0$ (depending on $v_{1}$ and $v_{2}$ ) such that

$$
\begin{equation*}
M^{-1} v_{1}(x) \leq v_{2}(x) \leq M v_{1}(x) \quad \text { in } \quad \mathbb{R}^{n} \tag{4.4.5}
\end{equation*}
$$

To prove this, for any $R \geq 2$ we consider the rescaled functions

$$
v_{1}^{(R)}(x):=\frac{v_{1}(R x)}{C_{1}^{(R)}}, \quad v_{2}^{(R)}(x):=\frac{v_{2}(R x)}{C_{2}^{(R)}}
$$

where the constants $C_{i}^{(R)}>0$ are chosen so that $\left\|v_{i}^{(R)}\right\|_{L_{w_{s}}^{1}\left(\mathbb{R}^{n}\right)}=1$.
Then, the functions $v_{i}^{(R)}$ satisfy the hypotheses of Theorem 4.3.2 in $B_{1}$ (with $\delta=0$ ), and therefore we have

$$
C^{-1} v_{1}^{(R)} \leq v_{2}^{(R)} \leq C v_{1}^{(R)} \quad \text { in } \quad B_{1 / 2}
$$

with $C$ independent of $R$. Rescaling back to $v_{1}$ and $v_{2}$, this means that

$$
\frac{C^{-1} v_{1}(x)}{C_{1}^{(R)}} \leq \frac{v_{2}(x)}{C_{2}^{(R)}} \leq \frac{C v_{1}(x)}{C_{1}^{(R)}} \quad \text { in } \quad B_{R / 2}
$$

for all $R \geq 2$. Evaluating at a fixed point $x_{\circ} \in \Omega \cap B_{1}$, we find

$$
\frac{C^{-1} v_{1}\left(x_{\circ}\right)}{v_{2}\left(x_{\circ}\right)} \leq \frac{C_{1}^{(R)}}{C_{2}^{(R)}} \leq \frac{C v_{1}\left(x_{\circ}\right)}{v_{2}\left(x_{\circ}\right)}
$$

and hence the quotient $C_{1}^{(R)} / C_{2}^{(R)}$ is uniformly positive and uniformly bounded as $R \rightarrow \infty$. In particular, we deduce that

$$
M^{-1} v_{1}(x) \leq v_{2}(x) \leq M v_{1}(x) \quad \text { in } \quad B_{R / 2}
$$

with $M>0$ independent of $R$. Letting $R \rightarrow \infty$, we find 4.4.5.


Figure 4.4.2. If $w$ is Lipschitz (in this picture, $w=-\left|x_{1}\right|$ ), the function $w-\varepsilon \phi$ always has a positive wedge on $x_{1}=0$, that is, a wedge that cannot be touched from above by a smooth $\left(C^{1}\right)$ function.

Step 2: We now use 4.4.5) to establish the result. Indeed, let

$$
\kappa^{*}:=\sup \left\{\kappa>0: v_{1} \geq \kappa v_{2} \quad \text { in } \quad \mathbb{R}^{n}\right\},
$$

and define

$$
v_{3}:=v_{1}-\kappa^{*} v_{2} \geq 0 .
$$

Then, if $v_{3} \not \equiv 0$, the function $v_{3}$ satisfies the same assumptions as $v_{2}$, and therefore with the exact same argument as before, we have

$$
N^{-1} v_{3}(x) \leq v_{2}(x) \leq N v_{3}(x) \quad \text { in } \quad \mathbb{R}^{n}
$$

for some $N>0$. This would yield that $v_{1} \geq\left(\kappa^{*}+N^{-1}\right) v_{2}$ in $\mathbb{R}^{n}$, which contradicts the definition of $\kappa^{*}$. Therefore, it must be

$$
v_{3} \equiv 0 \quad \text { in } \quad \mathbb{R}^{n},
$$

and hence $v_{1} \equiv \kappa^{*} v_{2}$, as wanted.
Another ingredient in the proof of Proposition 4.4 .3 is the following.
Lemma 4.4.6. Let $s \in(0,1), \mathcal{L} \in \mathfrak{L}_{s}(\lambda, \Lambda), e \in \mathbb{S}^{n-1}$, and $\Gamma \subset\{x \cdot e=0\}$. Assume $w \in \operatorname{Lip}_{\mathrm{loc}}\left(\mathbb{R}^{n}\right)$ is a viscosity solution of

$$
\mathcal{L} w \leq 0 \quad \text { in } \quad \mathbb{R}^{n} \backslash \Gamma,
$$

Then, $\mathcal{L} w \leq 0$ in $\mathbb{R}^{n}$.
Proof. For any $\varepsilon>0$ we consider the function $w_{\varepsilon}:=w-\varepsilon \phi$, where $\phi$ is given by Lemma B.1.2. We claim that, by the choice of $\phi$ (and since $w$ is locally Lipschitz), we have $\mathcal{L} w_{\varepsilon} \leq C \varepsilon$ in $\mathbb{R}^{n}$ in the viscosity sense.

Indeed, assume that a test function $\eta \in C^{2}$ touches $w_{\varepsilon}$ from above at $x_{\circ} \in \mathbb{R}^{n}$. Since $w$ is Lipschitz, by definition of $\phi$ we have that $w_{\varepsilon}$ has a "positive wedge" on $\{x \cdot e=0\}$, and therefore $x_{\circ} \notin\{x \cdot e=0\}$ (see Figure 4.4.2). Then, we have $\mathcal{L} \eta\left(x_{\circ}\right)=\mathcal{L} w\left(x_{\circ}\right)-\varepsilon \mathcal{L} \phi\left(x_{\circ}\right) \leq C \varepsilon$. This holds for every test function $\eta \in C^{2}$, so we deduce that $\mathcal{L} w_{\varepsilon} \leq C \varepsilon$ in $\mathbb{R}^{n}$ in the viscosity sense. Since $w=\sup _{\varepsilon>0} w_{\varepsilon}$, we obtain that $\mathcal{L} w \leq 0$ in $\mathbb{R}^{n}$.

The following elementary lemma will allow us to take appropriate blowdown sequences.

Lemma 4.4.7. Let $\mu>0$, and let $w \in \operatorname{Lip}_{\text {loc }}\left(\mathbb{R}^{n}\right)$ be any function satisfying

$$
\|\nabla w\|_{L^{\infty}\left(B_{R}\right)} \leq R^{\mu} \quad \text { for all } \quad R \geq 1 .
$$

Then, if $\nabla w \not \equiv 0$, there exists a sequence $R_{m} \rightarrow \infty$ such that the rescaled functions

$$
w_{m}(x):=\frac{w\left(R_{m} x\right)}{R_{m}\|\nabla w\|_{L^{\infty}\left(B_{R_{m}}\right)}}
$$

satisfy $\left\|\nabla w_{m}\right\|_{L^{\infty}\left(B_{1}\right)}=1$ and

$$
\left\|\nabla w_{m}\right\|_{L^{\infty}\left(B_{R}\right)} \leq 2 R^{\mu} \quad \text { for all } \quad R \geq 1
$$

Proof. Given any $m \in \mathbb{N}$ there must be $R_{m} \geq m$ such that

$$
\frac{\|\nabla w\|_{L^{\infty}\left(B_{R_{m}}\right)}}{R_{m}^{\mu}} \geq \frac{1}{2} \sup _{R \geq m} \frac{\|\nabla w\|_{L^{\infty}\left(B_{R}\right)}}{R^{\mu}} \geq \frac{1}{2} \sup _{R \geq R_{m}} \frac{\|\nabla w\|_{L^{\infty}\left(B_{R}\right)}}{R^{\mu}} .
$$

Therefore, we have a sequence $R_{m} \rightarrow \infty$ such that

$$
\frac{\|\nabla w\|_{L^{\infty}\left(B_{R_{m}}\right)}}{R_{m}^{\mu}} \geq \frac{1}{2} \frac{\|\nabla w\|_{L^{\infty}\left(B_{R}\right)}}{R^{\mu}} \quad \text { for all } \quad R \geq R_{m} .
$$

Thus, the functions $w_{m}$ defined above satisfy

$$
\left\|\nabla w_{m}\right\|_{L^{\infty}\left(B_{R}\right)}=\frac{\|\nabla w\|_{L^{\infty}\left(B_{R_{m} R}\right)}}{\|\nabla w\|_{L^{\infty}\left(B_{R_{m}}\right)}} \leq 2 R^{\mu}
$$

for any $R \geq 1$, and we are done.
We will also use the following basic lemma about convex functions:
Lemma 4.4.8. Let $\mu>0$, and let $u_{m} \in \operatorname{Lip}_{\mathrm{loc}}\left(\mathbb{R}^{n}\right)$ be any sequence of convex functions, with

$$
\left\|\nabla u_{m}\right\|_{L^{\infty}\left(B_{1}\right)}=1 \quad \text { and } \quad\left\|\nabla u_{m}\right\|_{L^{\infty}\left(B_{R}\right)} \leq 2 R^{\mu} \quad \text { for all } \quad R \geq 1 .
$$

Then, up to a subsequence, the functions $u_{m}$ converge locally uniformly to a convex function $u_{\infty}$ that satisfies

$$
\left\|\nabla u_{\infty}\right\|_{L^{\infty}\left(B_{2}\right)} \geq 1 \quad \text { and } \quad\left\|\nabla u_{\infty}\right\|_{L^{\infty}\left(B_{R}\right)} \leq 2 R^{\mu} \quad \text { for all } \quad R \geq 1 .
$$

Proof. The local uniform convergence of $u_{m}$ to $u_{\infty}$ follows from the uniform Lipschitz bounds for $u_{m}$ in balls $B_{R}$ and the Arzelà-Ascoli Theorem. Moreover, the bound for $\nabla u_{\infty}$ in $B_{R}$ follows by uniform convergence (and the corresponding bound for $u_{m}$ ). It therefore only remains to prove that $\left\|\nabla u_{\infty}\right\|_{L^{\infty}\left(B_{2}\right)} \geq 1$. For this, notice that since $\left\|\nabla u_{m}\right\|_{L^{\infty}\left(B_{1}\right)}=1$, by convexity in $B_{2}$ it follows that $\left|u_{m}\left(x_{m}\right)-u_{m}\left(y_{m}\right)\right| \geq 1$ for some $x_{m}, y_{m} \in B_{2}$ with $\left|x_{m}-y_{m}\right|=1$, and by uniform convergence we deduce $\left|u_{\infty}\left(x_{\infty}\right)-u_{\infty}\left(y_{\infty}\right)\right| \geq$ 1 for some $x_{\infty}, y_{\infty} \in B_{2}$ with $\left|x_{\infty}-y_{\infty}\right|=1$. But then, using the mean value theorem, we get that $\left\|\nabla u_{\infty}\right\|_{L^{\infty}\left(B_{2}\right)} \geq 1$, as wanted.

Finally, we will also use the following property of (possibly unbounded) convex sets.

Lemma 4.4.9. Let $\Omega \subset \mathbb{R}^{n}$ be any convex set with $0 \in \partial \Omega$. Then, the rescaled sets $\Omega_{R}:=\frac{1}{R} \Omega$ converge as $R \rightarrow \infty$ to a convex cone $\Omega_{\infty}$.

Proof. Notice that, for any $R_{1} \leq R_{2}$, by convexity we have $\Omega_{R_{2}} \subset \Omega_{R_{1}}$. In particular, the limit is given by $\Omega_{\infty}:=\bigcap_{R>0} \Omega_{R}$, and such set clearly satisfies $\rho \Omega_{\infty}=\Omega_{\infty}$ for any $\rho>0$. This means that it is a cone, and the lemma is proved.

We can now give the proof of the classification of blow-ups:

Proof of Proposition 4.4.3. Let us assume $u_{\circ} \not \equiv \equiv 0$, otherwise we are done. First, notice that the set $\left\{u_{\circ}=0\right\}$ is convex. We separate the proof into two cases:

Case 1. Assume that the convex set $\left\{u_{\circ}=0\right\}$ contains a closed convex cone $\Sigma$ with nonempty interior (and with $0 \in \Sigma$ ). Then, there are $n$ independent directions $e_{i} \in \mathbb{S}^{n-1}, i=1, \ldots, n$, such that $-e_{i} \in \Sigma$ (see Figure 4.4.3).

By convexity, we will have

$$
\begin{equation*}
v_{i}:=\partial_{e_{i}} u_{\circ} \geq 0 \quad \text { in } \quad \mathbb{R}^{n} . \tag{4.4.6}
\end{equation*}
$$

Indeed, we know that $\partial_{e_{i} e_{i}}^{2} u_{\circ} \geq 0$ and hence $\partial_{e_{i}} u_{\circ}$ is monotone in the $e_{i}$ direction. Since, for any $x \in \mathbb{R}^{n}$, we will have $x-t e_{i} \in \Sigma$ for all $t>0$ large enough, the function $\left(\partial_{e_{i}} u_{\circ}\right)\left(x-t e_{i}\right)$ is monotone (nonincreasing) in $t$ and converges to 0 as $t \rightarrow+\infty$. In particular, we have $\partial_{e_{i}} u_{\circ}(x) \geq 0$, for any $x \in \mathbb{R}^{n}$, i.e., 4.4.6 holds. Moreover, not all $v_{i}$ can be identically zero, and thus we assume $v_{n} \not \equiv 0$.

We observe that $v_{i}$ are continuous functions, since (by convexity) $\left\{u_{\circ}>\right.$ $0\}$ is a Lipschitz domain and we can therefore use Theorem 3.2.27.


Figure 4.4.3. A cone $\Sigma$ with nonempty interior has $n$ independent directions with $-e_{i} \in \Sigma$, for $1 \leq i \leq n$.

Then, we can apply ${ }^{3}$ Theorem 4.4.5 above to the functions $v_{i}$ and $v_{n}$, to deduce that

$$
v_{i} \equiv \kappa_{i} v_{n}, \quad \text { for } \quad i=1, \ldots, n-1
$$

This means that, for all $i=1, \ldots, n-1$ we have

$$
\partial_{e_{i}-\kappa_{i} e_{n}} u_{\circ} \equiv 0 \quad \text { in } \quad \mathbb{R}^{n},
$$

and thus $u_{\circ}$ is invariant in $n-1$ directions. In other words, $u_{\circ}$ is a (monotone) one-dimensional function,

$$
u_{0}(x)=U(x \cdot e)
$$

for some $e \in \mathbb{S}^{n-1}$, with $U \in C^{1}(\mathbb{R})$. In particular, we have $\left\{u_{\circ}>0\right\}=$ $\{x \cdot e>0\}$.

Now, thanks to Lemma B.1.5, the one-dimensional function $w=\partial_{e} u_{\circ}$ is continuous, solves the equation $(-\Delta)^{s} w=0$ in the viscosity sense in a half-space $\{x \cdot e>0\}$ (and hence, in the classical or strong sense; see Lemma 3.4.13 and Theorem 2.4.1, and $w=0$ in $\{x \cdot e \leq 0\}$. Combined with the growth condition

$$
\|w\|_{L^{\infty}\left(B_{R}\right)} \leq R^{s+\alpha},
$$

this implies $w(t)=a(x \cdot e)_{+}^{s}$, thanks to the classification of 1D solutions in Theorem 1.10.16. Hence,

$$
u_{\circ}(x)=\frac{a}{1+s}(x \cdot e)_{+}^{1+s},
$$

as wanted.

[^29]Case 2. Assume that the convex set $\left\{u_{\circ}=0\right\}$ does not contain any convex cone with nonempty interior.

By Lemma 4.4.7 we can find a sequence $R_{m} \rightarrow \infty$ such that

$$
u_{m}(x):=\frac{u_{\circ}\left(R_{m} x\right)}{R_{m}\left\|\nabla u_{\circ}\right\|_{L^{\infty}\left(B_{R_{m}}\right)}}
$$

satisfies

$$
\left\|\nabla u_{m}\right\|_{L^{\infty}\left(B_{1}\right)}=1 \quad \text { and } \quad\left\|\nabla u_{m}\right\|_{L^{\infty}\left(B_{R}\right)} \leq 2 R^{s+\alpha} \quad \text { for all } \quad R \geq 1 .
$$

Moreover, we have $\mathcal{L}\left(D_{h} u_{m}\right) \geq 0$ in $\left\{u_{m}>0\right\}=\frac{1}{R_{m}}\left\{u_{\circ}>0\right\}$.
By convexity of the functions $u_{m}$ (see Lemma 4.4.8), up to a subsequence they converge locally uniformly to a function $u_{\infty}$ that satisfies

$$
\left\|\nabla u_{\infty}\right\|_{L^{\infty}\left(B_{2}\right)} \geq 1 \quad \text { and } \quad\left\|\nabla u_{\infty}\right\|_{L^{\infty}\left(B_{R}\right)} \leq 2 R^{s+\alpha} \quad \text { for all } \quad R \geq 1 .
$$

Now, since $\left\{u_{\circ}=0\right\}$ is convex, it follows from Lemma 4.4.9 that the "blow-down" sequence $\frac{1}{R_{m}}\left\{u_{\circ}=0\right\}$ converges to a convex cone $\Gamma$. Since, by assumption, the convex set $\left\{u_{\circ}=0\right\}$ does not contain any cone with nonempty interior, we have that $\Gamma$ must be a convex cone with empty interior (thus contained in a hyperplane) and

$$
\mathcal{L}\left(D_{h} u_{\infty}\right) \geq 0 \quad \text { in } \quad \mathbb{R}^{n} \backslash \Gamma .
$$

Since $D_{h} u_{\infty}$ is locally Lipschitz, Lemma 4.4.6 implies $\mathcal{L}\left(D_{h} u_{\infty}\right) \geq 0$ in $\mathbb{R}^{n}$ for any $h$, and taking - $h$ instead of $h$ we obtain

$$
\mathcal{L}\left(D_{h} u_{\infty}\right)=0 \quad \text { in } \quad \mathbb{R}^{n},
$$

for all $h \in \mathbb{R}^{n}$.
Finally, the growth control on $\nabla u_{\infty}$ implies that $\left\|D_{h} u_{\infty}\right\|_{L^{\infty}\left(B_{R}\right)} \leq$ $C R^{s+\alpha}$. Observe that for every fixed $h$, the function $D_{h} u_{\infty}$ is locally Lipschitz and its gradient has a controlled growth at infinity. By interior estimates (Theorem 3.3.2 applied to incremental quotients of $D_{h} u_{\infty}$ ) we deduce that $D_{h} u_{\infty}$ is $C^{1+\alpha}$. Moreover, when $2 s>1$, we actually have (applying instead Theorem 3.5.1) that $D_{h} u_{\infty}$ is $C^{2 s+\alpha}$ (cf. Remark 4.2.4). Thus, in all cases we have that $D_{h} u_{\infty}$ is a classical solution. Therefore, by the Liouville-type theorem with growth, Corollary 2.4.14, we deduce that $D_{h} u_{\infty}$ is constant for every $h \in \mathbb{R}^{n}$ (recall $s+\alpha<1$ ).

This means that $u_{\infty}(x)=a \cdot x+b$, which together with $u_{\infty}(0)=0$ and $u_{\infty} \geq 0$ implies $u_{\infty} \equiv 0$, contradicting $\left\|\nabla u_{\infty}\right\|_{L^{\infty}\left(B_{2}\right)} \geq 1$. Thus, Case 2 cannot happen, and the proposition is proved.
4.4.3. Almost-optimal regularity of solutions. Before studying the regularity of the free boundary, we next show that the classification of blowups implies the almost-optimal regularity of solutions.
Proposition 4.4.10. Let $s \in(0,1), \mathcal{L} \in \mathfrak{L}_{s}^{\text {hom }}(\lambda, \Lambda)$, and $\alpha \in(0, \min \{s, 1-$ $s\}$ ).

Let $u \in \operatorname{Lip}_{\text {loc }}\left(\mathbb{R}^{n}\right) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ with $u(0)=0$ satisfy in the viscosity sense:

$$
\left\{\begin{array} { r l l } 
{ u \geq 0 } & { \text { in } } & { B _ { 2 } , } \\
{ D ^ { 2 } u } & { \geq - \mathrm { Id } } & { \text { in } } \\
{ B _ { 2 } , }
\end{array} \quad \left\{\begin{array}{rll}
\mathcal{L} u=f & \text { in }\{u>0\} \cap B_{2}, \\
\mathcal{L} u \geq f & \text { in } & B_{2},
\end{array}\right.\right.
$$

for some $f \in \operatorname{Lip}\left(B_{2}\right)$ with $|\nabla f| \leq 1$ in $B_{2}$. Suppose, moreover, that

$$
\|\nabla u\|_{L^{\infty}\left(B_{R}\right)} \leq R^{s+\alpha} \quad \text { for all } \quad R \geq 1
$$

Then, we have

$$
\|u\|_{C^{1+s-\varepsilon}\left(B_{1}\right)} \leq C_{\varepsilon} \quad \text { for any } \quad \varepsilon>0,
$$

with $C_{\varepsilon}$ depending only on $n, s, \alpha, \varepsilon, \lambda$, and $\Lambda$. In particular, $u$ is a strong solution.

For this, we need the following lemma about blow-up sequences.
Lemma 4.4.11. Let $\mu>0$, and assume $w_{k}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{\ell}$ for $k \in \mathbb{N}$ are a family of functions such that $\sup _{k \in \mathbb{N}}\left\|w_{k}\right\|_{L^{\infty}\left(\mathbb{R}^{n}\right)}<+\infty$, and

$$
\sup _{k \in \mathbb{N}} \sup _{r>0} \frac{\left\|w_{k}\right\|_{L^{\infty}\left(B_{r}\right)}}{r^{\mu}}=\infty
$$

Then, there are subsequences $w_{k_{m}}$ and $r_{m} \rightarrow 0$ such that $\left\|w_{k_{m}}\right\|_{L^{\infty}\left(B_{r_{m}}\right)} \geq$ $c r_{m}^{\mu}$ for some $c>0$ independent of $m$, and for which the rescaled functions

$$
\tilde{w}_{m}(x):=\frac{w_{k_{m}}\left(r_{m} x\right)}{\left\|w_{k_{m}}\right\|_{L^{\infty}\left(B_{r_{m}}\right)}}
$$

satisfy

$$
\left|\tilde{w}_{m}(x)\right| \leq C\left(1+|x|^{\mu}\right) \quad \text { in } \quad \mathbb{R}^{n},
$$

with $C=2$.
Proof. For every $m \in \mathbb{N}$ let $k_{m}$ and $r_{m} \geq \frac{1}{m}$ be such that

$$
\frac{\left\|w_{k_{m}}\right\|_{L^{\infty}\left(B_{r_{m}}\right)}}{r_{m}^{\mu}} \geq \frac{1}{2} \sup _{k} \sup _{r \geq \frac{1}{m}} r^{-\mu}\left\|w_{k}\right\|_{L^{\infty}\left(B_{r}\right)} \geq \frac{1}{2} \sup _{k} \sup _{r \geq r_{m}} r^{-\mu}\left\|w_{k}\right\|_{L^{\infty}\left(B_{r}\right)},
$$

and in particular, $r_{m} \downarrow 0$, since $w_{k}$ are globally uniformly bounded. This means that, by construction of $r_{m}$ and $k_{m}$, we have

$$
\begin{equation*}
r_{m}^{-\mu}\left\|w_{k_{m}}\right\|_{L^{\infty}\left(B_{\left.r_{m}\right)}\right.} \geq \frac{1}{2} r^{-\mu} \sup _{k \in \mathbb{N}}\left\|w_{k}\right\|_{L^{\infty}\left(B_{r}\right)} \quad \text { for all } \quad r \geq r_{m}, m \in \mathbb{N}, \tag{4.4.7}
\end{equation*}
$$

and so taking $r=1$ we get $\left\|w_{k_{m}}\right\|_{L^{\infty}\left(B_{r_{m}}\right)} \geq c r_{m}^{\mu}$, where we have denoted

$$
c:=\frac{1}{2} \sup _{k \in \mathbb{N}}\left\|w_{k}\right\|_{L^{\infty}\left(B_{1}\right)}>0
$$

which is independent of $m$. On the other hand, for any $R \geq 1$ we have

$$
\left\|\tilde{w}_{m}\right\|_{L^{\infty}\left(B_{R}\right)}=\frac{\left\|w_{k_{m}}\right\|_{L^{\infty}\left(B_{R r_{m}}\right)}}{\left\|w_{k_{m}}\right\|_{L^{\infty}\left(B_{r_{m}}\right)}} \leq 2 R^{\mu}
$$

by putting $r=R r_{m}$ and $k=k_{m}$ in 4.4.7, and we are done.
To prove the almost-optimal regularity, let us show the following compactness result for viscosity solutions with linear operators $\mathcal{L} \in \mathfrak{L}_{s}(\lambda, \Lambda)$ (analogous to the result in Proposition 2.2.36 for distributional solutions):

Lemma 4.4.12. Let $\left(\mathcal{L}_{k}\right)_{k \in \mathbb{N}}$ be a sequence of operators with $\mathcal{L}_{k} \in \mathfrak{L}_{s}(\lambda, \Lambda)$ for all $k \in \mathbb{N}$. Then, there exists a subsequence $k_{j} \rightarrow \infty$ and $\mathcal{L}_{\infty} \in \mathfrak{L}_{s}(\lambda, \Lambda)$ such that

$$
\mathcal{L}_{k_{j}} \rightharpoonup \mathcal{L}_{\infty} \quad \text { in } \quad \mathbb{R}^{n}, \quad \text { as } \quad j \rightarrow \infty
$$

in the sense of Definition 3.2.11. Moreover, if $\mathcal{L}_{k}$ satisfy (4.2.5), then $\mathcal{L}_{\infty}$ satisfies (4.2.5) as well.

Proof. Let $u \in L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ be fixed, and after a translation and rescaling, let us assume that $u \in C^{2}\left(B_{1}\right)$. We want to show that $\mathcal{L}_{k_{j}} u \rightarrow \mathcal{L}_{\infty} u$ uniformly in $B_{1 / 2}$, for some subsequence $k_{j}$ and some operator $\mathcal{L}_{\infty} \in \mathfrak{L}_{s}(\lambda, \Lambda)$.

We proceed similarly to Proposition 2.2.36, and if $\mathcal{L}_{k}$ has kernel $K_{k}$, we consider the sequence of absolutely continuous measures

$$
\mu_{k}(d y):=\min \left\{1,|y|^{2}\right\} K_{k}(y) d y
$$

which by Prokhorov's theorem (and the growth of the kernels), Theorem 2.2.35, weakly converges (up to a subsequence, $k_{j}$ ) to some absolutely continuous measure $\nu(d y)=\nu_{\infty}(y) d y$. We then define $\mathcal{L}_{\infty}$ as the operator with kernel

$$
K_{\infty}(y):=\frac{\nu_{\infty}(y)}{\min \left\{1,|y|^{2}\right\}},
$$

which satisfies $\mathcal{L}_{\infty} \in \mathfrak{L}_{s}(\lambda, \Lambda)$ (and also $\mathcal{L}_{\infty} \in \mathfrak{L}_{s}^{\text {hom }}(\lambda, \Lambda)$ if $\mathcal{L}_{k} \in \mathfrak{L}_{s}^{\text {hom }}(\lambda, \Lambda)$ ). Let us now see that $\mathcal{L}_{k_{j}} u \rightarrow \mathcal{L}_{\infty} u$ uniformly in $B_{1 / 2}$.

Indeed, suppose that this is not the case. In particular, there exists a sequence $x_{m} \in B_{1 / 2}$ and a subsequence $\mathcal{L}_{m}:=\mathcal{L}_{k_{j_{m}}}$ (or $\mu_{m}:=\mu_{k_{j_{m}}}$ ) such that

$$
\left|\mathcal{L}_{m} u\left(x_{m}\right)-\mathcal{L}_{\infty} u\left(x_{m}\right)\right| \geq \varepsilon_{0}>0 \quad \text { for all } \quad m \in \mathbb{N},
$$

for some $\varepsilon_{0}>0$. That is,

$$
\left|\int_{\mathbb{R}^{n}} \frac{2 u\left(x_{m}\right)-u\left(x_{m}+y\right)-u\left(x_{m}-y\right)}{\min \left\{1,|y|^{2}\right\}}\left(\mu_{m}(d y)-\nu(d y)\right)\right| \geq \varepsilon_{0}>0,
$$

for all $m \in \mathbb{N}$. After taking a subsequence, we assume $x_{m} \rightarrow x_{\infty} \in \overline{B_{1 / 2}}$ as $m \rightarrow \infty$. Now, if $m$ is large enough and since $u \in C^{2}\left(B_{1}\right)$, the previous bound implies (using $\mu_{k} \rightharpoonup \nu$ up to subsequences)

$$
I_{m}:=\left|\int_{\mathbb{R}^{n} \backslash B_{1 / 4}} u\left(x_{m}+y\right)\left(K_{m}(y)-K_{\infty}(y)\right) d y\right| \geq \frac{\varepsilon_{\circ}}{4}>0 .
$$

However, we also have

$$
\begin{aligned}
I_{m} \leq & 2 \Lambda \int_{\mathbb{R}^{n} \backslash B_{1 / 4}}\left|u\left(x_{m}+y\right)-u\left(x_{\infty}+y\right)\right||y|^{-n-2 s} d y \\
& +\left|\int_{\mathbb{R}^{n} \backslash B_{1 / 4}} u\left(x_{\infty}+y\right)\left(K_{m}(y)-K_{\infty}(y)\right) d y\right|
\end{aligned}
$$

where both terms go to zero: the first one being translations in $L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$, and the second one by the weak convergence of $K_{m}$ to $K_{\infty}$ in $B_{1 / 4}^{c}$. This is a contradiction, and therefore, $\mathcal{L}_{k_{j}} \rightharpoonup \mathcal{L}_{\infty}$, as we wanted to see.

We can now establish the almost-optimal regularity of solutions.
Proof of Proposition 4.4.10, Let $\eta \in C_{c}^{\infty}\left(B_{4}\right)$ with $\eta \geq 0$ be a smooth cut-off function such that $\eta \equiv 1$ in $B_{3}$. Then, up to dividing by a constant and replacing $u$ by $w:=u \eta$, we can assume that $\nabla u$ is globally bounded.

Indeed, $w \in L^{\infty}\left(\mathbb{R}^{n}\right)$ with $w=u$ in $B_{2}$, and it satisfies

$$
\left\{\begin{array} { r l l } 
{ w \geq 0 } & { \text { in } B _ { 2 } , } \\
{ D ^ { 2 } w \geq - \mathrm { Id } } & { \text { in } B _ { 2 } , }
\end{array} \quad \left\{\begin{array}{lll}
\mathcal{L} w=\tilde{f} & \text { in }\{w>0\} \cap B_{2}, \\
\mathcal{L} w \geq \tilde{f} & \text { in } B_{2},
\end{array}\right.\right.
$$

where $\tilde{f}:=f-\mathcal{L}(u(1-\eta))$. Since $u$ is Lipschitz, we have that $u(1-\eta)$ is also Lipschitz with bounds

$$
\|\nabla(u(1-\eta))\|_{L^{\infty}\left(B_{R}\right)} \leq C R^{s+\alpha} \quad \text { for all } \quad R \geq 1
$$

for some $C$ depending only on $\eta$. In particular, by taking incremental quotients we see that $\mathcal{L}\left(D_{h}(u(1-\eta))\right)$ is bounded in $B_{2}$, by some constant $C$ depending only on $n, s, \alpha, \lambda$, and $\Lambda$, independently of $h$. Hence, $\tilde{f}$ is Lipschitz,

$$
|\nabla \tilde{f}| \leq C \quad \text { in } \quad B_{2} .
$$

Up to dividing $w$ by $C$, we have that $w$ satisfies the same assumptions as $u$ in $B_{2}$, and it is globally bounded. Thus, without loss of generality, let us assume that $\nabla u$ is globally bounded by a universal fixed constant.

Let $\mu<s$. We prove that at every free boundary point $x_{\circ} \in \partial\{u>$ $0\} \cap B_{1}$ we have

$$
\begin{equation*}
|\nabla u(x)| \leq C\left|x-x_{\circ}\right|^{\mu} \quad \text { for } \quad x \in \mathbb{R}^{n}, \tag{4.4.8}
\end{equation*}
$$

with $C$ depending only on $n, s, \mu, \lambda$, and $\Lambda$.

Indeed, assume by contradiction that such estimate fails. Then, we can find sequences $u_{k}, \mathcal{L}_{k}$, and $f_{k}$, satisfying the assumptions (with $\nabla u_{k}$ globally bounded uniformly in $k$ ), with $0 \in \partial\left\{u_{k}>0\right\}$, and such that

$$
\sup _{k} \sup _{r>0} \frac{\left\|\nabla u_{k}\right\|_{L^{\infty}\left(B_{r}\right)}}{r^{\mu}}=\infty .
$$

Then, by Lemma 4.4.11, there are sequences $k_{m}$ and $r_{m} \rightarrow 0$ such that the functions

$$
\tilde{u}_{m}(x):=\frac{u_{k_{m}}\left(r_{m} x\right)}{r_{m}\left\|\nabla u_{k_{m}}\right\|_{L^{\infty}\left(B_{\left.r_{m}\right)}\right)}}, \quad \nabla \tilde{u}_{m}(x):=\frac{\nabla u_{k_{m}}\left(r_{m} x\right)}{\left\|\nabla u_{k_{m}}\right\|_{L^{\infty}\left(B_{r_{m}}\right)}},
$$

satisfy $\left\|\nabla \tilde{u}_{m}\right\|_{L^{\infty}\left(B_{1}\right)}=1$ and

$$
\left|\nabla \tilde{u}_{m}(x)\right| \leq C\left(1+|x|^{\mu}\right) \quad \text { in } \quad \mathbb{R}^{n} .
$$

Moreover, we will also have, since $\left\|\nabla u_{k_{m}}\right\|_{L^{\infty}\left(B_{\left.r_{m}\right)}\right)} \geq c r_{m}^{\mu}$ for some $c>0$ independent of $m$,

$$
\begin{equation*}
D^{2} \tilde{u}_{m} \geq-c^{-1} r_{m}^{1-\mu} \operatorname{Id} \longrightarrow 0 \quad \text { in } \quad B_{2 / r_{m}} \tag{4.4.9}
\end{equation*}
$$

as well as

$$
\begin{cases}\mathcal{L}_{m} \tilde{u}_{m}=\tilde{f}_{m} & \text { in } \quad\left\{\tilde{u}_{m}>0\right\} \cap B_{2 / r_{m}}, \\ \mathcal{L}_{m} \tilde{u}_{m} \geq \tilde{f}_{m} & \text { in } B_{2 / r_{m}},\end{cases}
$$

with

$$
\tilde{f}_{m}(x):=r_{m}^{2 s-1} \frac{f_{k_{m}}\left(r_{m} x\right)}{\left\|\nabla u_{k_{m}}\right\|_{L^{\infty}\left(B_{r_{m}}\right)}},
$$

such that $\left|\nabla \tilde{f}_{m}\right| \leq c^{-1} r_{m}^{2 s-\mu} \rightarrow 0$ in $B_{2 / r_{m}}$. In particular, this implies

$$
\mathcal{L}_{m}\left(D_{h} \tilde{u}_{m}\right) \geq-c^{-1} r_{m}^{2 s-\mu} \quad \text { in } \quad\left\{\tilde{u}_{m}>0\right\} \cap B_{1 / r_{m}} .
$$

By the control on the gradient, a subsequence of the functions $\tilde{u}_{m}$ converges locally uniformly in $\mathbb{R}^{n}$ to a limiting function $\tilde{u}_{\circ}$, which is globally convex by 4.4.9. Observe, also, that

$$
\mathcal{L}_{m}\left(D_{h} \tilde{u}_{m}\right) \leq c^{-1} r_{m}^{2 s-\mu} \quad \text { in } \quad\left\{x: \operatorname{dist}\left(x,\left\{\tilde{u}_{m}=0\right\}\right)>|h|\right\} \cap B_{1 / r_{m}},
$$

and so, letting $h \downarrow 0$ and thanks to the interior estimates in Theorem 3.3.2 together with Lemma A.1.2, we deduce that $\tilde{u}_{m}$ is $C^{1, \alpha}$ in $\left\{\tilde{u}_{m}>0\right\}$. By Lemma 4.4.12 together with the stability of viscosity solutions (see Proposition 3.2.12, we actually have

$$
\mathcal{L}_{\infty}\left(\nabla \tilde{u}_{\circ}\right)=0 \quad \text { in } \quad\left\{\tilde{u}_{\circ}>0\right\},
$$

for some $\mathcal{L}_{\infty} \in \mathcal{L}_{s}^{\text {hom }}(\lambda, \Lambda)$, so the first two hypotheses of Proposition 4.4.3 are satisfied. Furthermore, we have the growth

$$
\left\|\nabla \tilde{u}_{\circ}\right\|_{L^{\infty}\left(B_{R}\right)} \leq C R^{\mu}
$$

for all $R \geq 1$. In addition, by Lemma 4.4 .8 we have $\left\|\nabla \tilde{u}_{\circ}\right\|_{L^{\infty}\left(B_{2}\right)} \geq 1$. Thanks to Proposition 4.4.3, we deduce that $\widetilde{u}_{\circ}=\kappa(x \cdot e)_{+}^{1+s}$ with $\kappa \neq 0$, a contradiction since $\mu<s$. Thus, 4.4.8 is proved.

Finally, 4.4.8) implies that $|\nabla u| \leq C d^{\mu}$, where $d(x)=\operatorname{dist}(x,\{u=0\})$. Notice, also, that

$$
\mathcal{L} D_{h} u=D_{h} f \quad \text { in } \quad\left\{x: \operatorname{dist}\left(x,\{u=0\} \cap B_{2}\right) \geq|h|\right\}
$$

in the viscosity sense, and $D_{h} f \in L^{\infty}$, so that applying Theorems 3.3.2 or 3.5.1 to the incremental quotients $D_{h} u$ we deduce that $u$ is $C^{2 s+\alpha}$ in $\{u>0\}$ (cf. Remark 4.2.4), and thus, it is a classical solution. In particular, exactly as in Step 2 in the proof of Proposition 2.6.4, this combined with interior regularity estimates for distributional or classical solutions, Theorem 2.4.3, yields the desired result.
4.4.4. Regularity of the free boundary. The next step is to show that the free boundary is $C^{1, \gamma}$ near nondegenerate points. For this, we need the following ${ }^{4}$

Lemma 4.4.13. Let $s \in(0,1), \mathcal{L} \in \mathfrak{L}_{s}(\lambda, \Lambda), \alpha \in(0, s), \varrho_{\circ} \geq 1$, and $c_{\circ}>0$. Then, for any $R_{\circ} \geq 1$ large enough and $\varepsilon_{\circ}>0$ small enough, depending only on $n, s, \lambda, \Lambda, \varrho_{\circ}, c_{0}$, and $\alpha$, the following holds.

Assume that $E \subset \mathbb{R}^{n}$ is closed, and $v \in C\left(\mathbb{R}^{n}\right)$ satisfies (in the viscosity sense)

$$
\left\{\begin{aligned}
\mathcal{L} v & \geq-\varepsilon_{0} & & \text { in } B_{R_{0}} \backslash E \\
v & \equiv 0 & & \text { in } B_{R_{0}} \cap E \\
v & \geq-\varepsilon_{0} & & \text { in } B_{R_{0}}
\end{aligned}\right.
$$

and

$$
\int_{B_{\varrho_{0}}} v_{+} \geq c_{\circ}>0 \quad \text { and } \quad|v(x)| \leq 1+|x|^{s+\alpha} \quad \text { in } \quad \mathbb{R}^{n} \backslash B_{R_{\circ}}
$$

Then, $v \geq 0$ in $B_{\varrho_{\circ}}$.
Proof. Let $w:=v \chi_{B_{R_{0}}}$, and notice that, since

$$
\left|\mathcal{L}\left(v\left(1-\chi_{B_{R_{\circ}}}\right)\right)(x)\right| \leq C \int_{B_{R_{\circ} / 2}^{c}} \frac{1+|x+y|^{s+\alpha}}{|y|^{n+2 s}} d y \leq C R_{\circ}^{\alpha-s}
$$

for any $x \in B_{R_{\circ} / 2}$, we have

$$
\left\{\begin{array}{rlrl}
\mathcal{L} w & \geq-\varepsilon_{\circ}-C R_{\circ}^{\alpha-s} & & \text { in } B_{R_{\circ} / 2} \backslash E, \\
w & \equiv 0 & \text { in } B_{R_{\circ}} \cap E, \\
w & \text { in } B_{R_{\circ}},
\end{array} \quad \text { and } \quad \int_{B_{\varrho_{\circ}}} w_{+} \geq c_{\circ}>0 .\right.
$$

[^30]Let $\psi \in C_{c}^{\infty}\left(B_{2}\right)$ be some radial bump function with $\psi \geq 0$ and satisfying $\psi \equiv 1$ in $B_{1}$. Let us define, for any $t>0$,

$$
\psi_{t}(x)=-\varepsilon_{\circ}-t+\varepsilon_{\circ} \psi\left(x / \varrho_{\circ}\right)
$$

If the conclusion of the lemma does not hold then $\psi_{t}$ touches $w$ from below at $z \in B_{2 \varrho_{\circ}}$ for some $t>0$. Since $\psi_{t} \leq-t$ in all of $\mathbb{R}^{n}$ we have that $w(z)=\psi_{t}(z)<0$ and hence $z$ belongs to $B_{2 \varrho_{\circ}} \backslash E$. Since $\psi_{t}$ is $C^{2}$ and touches $w$ from below at $z$, by Remark 3.1.11 the operator $\mathcal{L}$ can be evaluated for $w$ at the point $z$.

On the one hand, since $\left(w-\psi_{t}\right)(z)=0, w \geq \psi_{t}$, and $\psi_{t} \leq 0$ in all of $\mathbb{R}^{n}$, we have

$$
\begin{aligned}
\mathcal{L}\left(w-\psi_{t}\right)(z) & \leq-\lambda \int_{\mathbb{R}^{n}}\left(w-\psi_{t}\right)(z+y)|y|^{-n-2 s} d y \\
& \leq-c \varrho_{\circ}^{-n-2 s} \int_{B_{\varrho}} w_{+} \\
& \leq-c \varrho_{\circ}^{-n-2 s} c_{\circ}
\end{aligned}
$$

for some $c>0$ depending only on $n, s$, and $\lambda$. On the other hand

$$
\mathcal{L}\left(w-\psi_{t}\right)(z) \geq \mathcal{L} w(z)-\left|\mathcal{L} \psi_{t}(z)\right| \geq-\varepsilon_{\circ}-C R_{\circ}^{\alpha-s}-C \varepsilon_{\circ} \varrho_{\circ}^{-2 s} .
$$

We obtain a contradiction by taking $R_{\circ}$ large enough and $\varepsilon_{\circ}$ small enough (depending only on $n, s, \lambda, \Lambda, \varrho_{\circ}, c_{\circ}$, and $\alpha$ ).

In order to prove later the optimal regularity of solutions, it will be crucial to have the following result, which follows from the classification of blow-ups.

Proposition 4.4.14. Let $s \in(0,1), \alpha \in(0, \min \{s, 1-s\}), \mathcal{L} \in \mathfrak{L}_{s}^{\text {hom }}(\lambda, \Lambda)$, and let $\varepsilon_{\circ}>0$ and $R_{\circ}>1$. Then, there exists $\eta>0$ depending only on $n$, $s, \alpha, \varepsilon_{0}, R_{\circ}, \lambda$, and $\Lambda$, such that the following holds.

Let $u \in \operatorname{Lip}_{\text {loc }}\left(\mathbb{R}^{n}\right) \cap L_{w_{s}}^{1}\left(\mathbb{R}^{n}\right)$ satisfy:

- $u$ is nonnegative and almost-convex:

$$
\begin{equation*}
u \geq 0 \quad \text { and } \quad D^{2} u \geq-\eta \operatorname{Id} \quad \text { in } \mathbb{R}^{n} \text {, with } 0 \in \partial\{u>0\} . \tag{4.4.10}
\end{equation*}
$$

- $u$ solves the obstacle problem with a small right-hand side:

$$
\begin{equation*}
\mathcal{L} u=f \text { in }\{u>0\} \quad \text { and } \quad \mathcal{L} u \geq f \text { in } \mathbb{R}^{n}, \quad \text { with }|\nabla f| \leq \eta \text {. } \tag{4.4.11}
\end{equation*}
$$

- u has a controlled growth at infinity:

$$
\begin{equation*}
\|\nabla u\|_{L^{\infty}\left(B_{R}\right)} \leq R^{s+\alpha} \quad \text { for all } \quad R \geq 1 \tag{4.4.12}
\end{equation*}
$$

Then, we have

$$
\left\|u-\kappa(x \cdot e)_{+}^{1+s}\right\|_{\operatorname{Lip}\left(B_{R_{0}}\right)} \leq \varepsilon_{\circ}
$$

for some $e \in \mathbb{S}^{n-1}$ and $\kappa \geq 0$.
Proof. Assume by contradiction that there is no $\eta>0$ for which the result holds. Then, we have a sequence $\eta_{k} \rightarrow 0$, and sequences of operators $\mathcal{L}_{k}$, functions $f_{k}$, and solutions $u_{k}$, satisfying the hypotheses with $\eta=\eta_{k}$ but such that

$$
\left\|u_{k}-\kappa(x \cdot e)_{+}^{1+s}\right\|_{\operatorname{Lip}\left(B_{R_{o}}\right)} \geq \varepsilon_{\circ}
$$

for any $e \in \mathbb{S}^{n-1}$ and any $\kappa \geq 0$. But then, by Proposition 4.4.10, up to a subsequence, $u_{k}$ converges in $C^{1+s-\varepsilon}$ norm in compact sets to a limiting function $u \in C^{1+s-\varepsilon}$. By Proposition 2.2.36 (or by Lemma 4.4.12 and Proposition 3.2.12), there is an operator $\mathcal{L} \in \mathfrak{L}_{s}(\lambda, \Lambda)$ such that $u$ satisfies the same conditions but with $\eta=0$ (since it is a strong solution, it is both a distributional and viscosity solution). More precisely, we have $\mathcal{L}_{k}\left(u_{k}(x+\right.$ $\left.h)-u_{k}(x)\right) \geq f_{k}(x+h)-f_{k}(x)$ in $\left\{u_{k}>0\right\}$, and thus in the limit we get $\mathcal{L}\left(D_{h} u\right) \geq 0$ in $\{u>0\}$. Similarly we have $\mathcal{L}\left(D_{h} u\right) \leq 0$ in $\{u(\cdot+h)>0\}$, and hence by taking $h \rightarrow 0$ we deduce $\mathcal{L}(\nabla u)=0$ in $\{u>0\}$. But then by Proposition 4.4.3 it follows that $u(x)=\kappa(x \cdot e)_{+}^{1+s}$, a contradiction.

We can now show the $C^{1, \gamma}$ regularity of free boundaries.
Proposition 4.4.15. Let $s \in(0,1), \alpha \in(0, \min \{s, 1-s\}), \mathcal{L} \in \mathfrak{L}_{s}^{\text {hom }}(\lambda, \Lambda)$, and $\kappa_{\circ}>0$. Then, there exist $\varepsilon>0, R_{\circ}>1$, and $\eta>0$, depending only on $n, s, \alpha, \kappa_{\circ}, \lambda$, and $\Lambda$, such that the following statement holds.

Let $u \in \operatorname{Lip}_{\text {loc }}\left(\mathbb{R}^{n}\right) \cap L_{\omega_{s}}^{1}\left(\mathbb{R}^{n}\right)$ satisfy 4.4.10)-(4.4.11)-4.4.12), and assume that

$$
\left\|u-\kappa(x \cdot e)_{+}^{1+s}\right\|_{\operatorname{Lip}\left(B_{R_{0}}\right)} \leq \varepsilon,
$$

for some $\kappa \geq \kappa_{\circ}>0$ and $e \in \mathbb{S}^{n-1}$.
Then, the free boundary $\partial\{u>0\}$ is a $C^{1, \gamma}$ graph in $B_{1 / 2}$, and moreover

$$
\|\nabla u\|_{C^{s}\left(B_{1 / 2}\right)} \leq C
$$

and

$$
\left\|\nabla u / d^{s}\right\|_{C^{\gamma}\left(\overline{\{u>0\}} \cap B_{1 / 2}\right)} \leq C,
$$

with $C$ depending only on $n, s, \alpha, \kappa_{0}, \lambda$, and $\Lambda$; and $\gamma>0$ depending only on $n, s, \kappa_{\circ}, \lambda$, and $\Lambda$.

Proof. Let $u_{\circ}(x):=\kappa(x \cdot e)_{+}^{1+s}$. By assumption, for any direction $e^{\prime} \in \mathbb{S}^{n-1}$ such that $e^{\prime} \cdot e \geq \frac{1}{\sqrt{2}}$ we have

$$
\left|\partial_{e^{\prime}} u-\partial_{e^{\prime}} u_{\circ}\right| \leq \varepsilon \quad \text { in } \quad B_{R_{\circ}},
$$

and

$$
\partial_{e^{\prime}} u_{\circ} \geq 0 \quad \text { in } \quad \mathbb{R}^{n} \quad \text { and } \quad \partial_{e^{\prime}} u_{\circ} \geq c_{1} \kappa \quad \text { in } \quad\left\{x \cdot e \geq \frac{1}{\sqrt{2}}\right\} .
$$



Figure 4.4.4. Representation of $\Sigma_{-}$and $\Sigma_{+}$.
Moreover, since $\mathcal{L}\left(D_{h} u\right) \geq D_{h} f \geq-\eta$ in $\{u>0\}$ and $\mathcal{L}\left(D_{h} u\right) \leq D_{h} f \leq \eta$ in $\{u(\cdot+h)>0\}$, then letting $h \rightarrow 0$ (and using Proposition 3.2.12 or Proposition 2.2.36) we find $|\mathcal{L}(\nabla u)| \leq \eta$ in $\{u>0\}$.

Thus, if $\varepsilon$ is small, we have that $w:=\partial_{e^{\prime}} u$ and $E:=\{u=0\}$ satisfy

$$
\left\{\begin{array}{rlrl}
|\mathcal{L} w| & \leq \eta & & \text { in }
\end{array} B_{R_{\circ}} \backslash E,\right.
$$

in the viscosity sense, and

$$
w \geq c_{2} \kappa \quad \text { in } \quad\left\{x \cdot e \geq \frac{1}{\sqrt{2}}\right\} \cap B_{R_{\circ}} \quad \Longrightarrow \quad \int_{B_{\varrho_{\circ}}} w_{+} \geq c c_{2} \kappa \varrho_{\circ}^{n}>0,
$$

for some $\varrho_{\circ}$ to be chosen later, together with

$$
|w(x)| \leq|x|^{s+\alpha} \quad \text { in } \quad \mathbb{R}^{n} \backslash B_{R_{0}} .
$$

Then, choosing $R_{\circ}$ large enough, it follows from Lemma 4.4.13 (taking $\eta$ and $\varepsilon$ small enough, now depending on $\varrho_{\circ}$ as well) that $w \geq 0$ in $B_{\varrho_{\circ}}$, i.e.

$$
\partial_{e^{\prime}} u \geq 0 \quad \text { in } \quad B_{\varrho_{。}}
$$

for all $e^{\prime} \in \mathbb{S}^{n-1}$ such that $e^{\prime} \cdot e \geq \frac{1}{\sqrt{2}}$. This means that the free boundary $\partial\{u>0\}$ is a Lipschitz graph in $B_{\varrho_{o}}$, with Lipschitz constant bounded by 1. Indeed, let $x_{\circ} \in B_{\varrho_{\circ}} \cap \partial\{u>0\}$ be any free boundary point in $B_{\varrho_{\circ}}$, and let

$$
\begin{gathered}
\Theta:=\left\{\tau \in \mathbb{S}^{n-1}: \tau \cdot e>\frac{1}{\sqrt{2}}\right\}, \\
\Sigma_{ \pm}:=\left\{x \in B_{\varrho_{\circ}}: x=x_{\circ} \pm t \tau, \text { with } \tau \in \Theta, t>0\right\}
\end{gathered}
$$

see Figure 4.4.4.
We claim that

$$
\left\{\begin{array}{lllll}
u=0 & \text { in } \Sigma_{-},  \tag{4.4.13}\\
u>0 & \text { in } \Sigma_{+} .
\end{array}\right.
$$

On the one hand, since $u\left(x_{\circ}\right)=0$, it follows from the monotonicity property $\partial_{\tau} u \geq 0$ (and the nonnegativity of $u$ ) that $u\left(x_{\circ}-t \tau\right)=0$ for all $t>0$ and $\tau \in \Theta$. In particular, there cannot be any free boundary point in $\Sigma_{-}$.

On the other hand, by the same argument, if $u\left(x_{1}\right)=0$ for some $x_{1} \in \Sigma_{+}$ then we would have $u=0$ in $\left\{x \in B_{\varrho_{\circ}}: x=x_{1}-t \tau\right.$, with $\left.\tau \in \Theta, t>0\right\} \ni$ $x_{\circ}$, and in particular $x_{\circ}$ would not be a free boundary point. Thus, $u\left(x_{1}\right)>0$ for all $x_{1} \in \Sigma_{+}$, and (4.4.13) is proved.

Notice that 4.4.13 yields that the free boundary $\partial\{u>0\} \cap B_{\varrho_{\circ}}$ satisfies both the interior and exterior cone condition (with an explicit cone), and thus it is Lipschitz (with constant 1).

Finally, if $\varrho_{\circ}>1$ is large enough (depending only on $n, s, \alpha, \lambda$, and $\lambda$ ), then the functions $\left(\partial_{e^{\prime}} u\right) \chi_{B_{\varrho} 。}$ and $\left(\partial_{e} u\right) \chi_{B_{\varrho \circ}}$ satisfy the assumptions of the boundary Harnack in Theorem 4.3.1 (up to dividing by a constant depending only on $n, s, \kappa_{\circ}, \lambda$, and $\Lambda$ ), and we deduce that

$$
\left\|\frac{\partial_{e^{\prime}} u}{\partial_{e} u}\right\|_{C^{\gamma}\left(\{u>0\} \cap B_{1 / 2}\right)} \leq C,
$$

for some $\gamma>0$ depending only on $n, s, \kappa_{\circ}, \lambda$, and $\Lambda$. Assuming $e=e_{n}$ and taking $e^{\prime}=e_{n}+e_{i}$, for $i=1, \ldots, n-1$, we find that the quotients $\partial_{i} u / \partial_{n} u$ are $C^{\gamma}$ in $\overline{\{u>0\}} \cap B_{1 / 2}$.

Now, notice that the normal vector to the level set $\{u=t\}$ is given by

$$
\nu^{i}=\frac{\partial_{i} u}{|\nabla u|}=\frac{\partial_{i} u / \partial_{n} u}{1+\sqrt{\sum_{j=1}^{n-1}\left(\partial_{j} u / \partial_{n} u\right)^{2}}}, \quad i=1, \ldots, n .
$$

We have proved that this is a $C^{\gamma}\left(\overline{\{u>0\}} \cap B_{1 / 2}\right)$ function, and therefore the level sets $\{u=t\}$ for $t>0$ are uniformly $C^{1, \gamma}$ graphs in $B_{1 / 2}$. Taking $t \rightarrow 0$, we deduce that the free boundary $\partial\{u>0\}$ is a $C^{1, \gamma}$ graph in $B_{1 / 2}$, as wanted.

Finally, the $C^{s}$ estimate for $\nabla u$ follows from Proposition 2.6.4, and the $C^{\gamma}$ estimate for $\nabla u / d^{s}$ follows from Proposition 2.7.8.

Combining the previous results, we can finally give the proof of the free boundary regularity around regular points:

Proof of Theorem 4.4.1. First, by Lemma 4.2.3 (i), the solution $v$ is semiconvex. Thus, up to dividing it by a constant, the function

$$
u:=v-\varphi
$$

satisfies

$$
\left\{\begin{array} { r l } 
{ u \geq 0 } & { \text { in } \mathbb { R } ^ { n } , } \\
{ D ^ { 2 } u \geq - \mathrm { Id } } & { \text { in } \mathbb { R } ^ { n } , }
\end{array} \quad \left\{\begin{array}{rl}
\mathcal{L} u=f & \text { in }\{u>0\} \\
\mathcal{L} u \geq f & \text { in } \mathbb{R}^{n},
\end{array}\right.\right.
$$

with $|\nabla f| \leq 1$ in $\mathbb{R}^{n}$ (we are also using here that $\mathcal{L} \varphi \in \operatorname{Lip}\left(\mathbb{R}^{n}\right)$, since $\varphi \in C_{c}^{2, \vartheta}\left(\mathbb{R}^{n}\right)$ with $\vartheta>\max \{0,2 s-1\}$; see Lemma 2.2.6.

Let $x_{\circ} \in \partial\{u>0\}$, and assume that [ii) does not hold at $x_{\circ}$. Up to a translation we may assume $x_{\circ}=0$, and hence we have

$$
\sup _{r>0} \frac{\|u\|_{L^{\infty}\left(B_{r}\right)}}{r^{1+s+\alpha}}=\infty .
$$

Moreover, since $\|u\|_{L^{\infty}\left(B_{r}\right)} \leq r\|\nabla u\|_{L^{\infty}\left(B_{r}\right)}$,

$$
\sup _{r>0} \frac{\|\nabla u\|_{L^{\infty}\left(B_{r}\right)}}{r^{s+\alpha}}=\infty .
$$

Then, by Lemma 4.4.11 (applied to a single function $\nabla u$, which is globally bounded, since $u$ is globally Lipschitz) there is a sequence of radii $r_{m} \rightarrow 0$ such that $\|\nabla u\|_{L^{\infty}\left(B_{\left.r_{m}\right)}\right.} \geq c r_{m}^{s+\alpha}$ for some $c>0$ and such that the functions

$$
\tilde{u}_{m}(x):=\frac{u\left(r_{m} x\right)}{r_{m}\|\nabla u\|_{L^{\infty}\left(B_{r_{m}}\right)}}, \quad \nabla \tilde{u}_{m}(x)=\frac{\nabla u\left(r_{m} x\right)}{\|\nabla u\|_{L^{\infty}\left(B_{r_{m}}\right)}},
$$

satisfy $\left\|\nabla \tilde{u}_{m}\right\|_{L^{\infty}\left(B_{1}\right)}=1$ and

$$
\left|\nabla \tilde{u}_{m}(x)\right| \leq C\left(1+|x|^{s+\alpha}\right) \quad \text { in } \quad \mathbb{R}^{n} .
$$

Moreover, we also have

$$
D^{2} \tilde{u}_{m}=r_{m} \frac{\left.D^{2} u\left(r_{m} \cdot\right)\right)}{\left\|\nabla u_{m}\right\|_{L^{\infty}\left(B_{\left.r_{m}\right)}\right)} \geq-c^{-1} r_{m}^{1-s-\alpha} \operatorname{Id} \longrightarrow 0 \quad \text { in } \quad \mathbb{R}^{n}, \text {, }, \text {. } \quad \text {. }}
$$

as well as

$$
\left\{\begin{array}{ll}
\mathcal{L} \tilde{u}_{m}=f_{m} & \text { in }\left\{\tilde{u}_{m}>0\right\} \\
\mathcal{L} \tilde{u}_{m} \geq f_{m} & \text { in } \mathbb{R}^{n},
\end{array} \quad \text { with } \quad f_{m}(x):=r_{m}^{2 s-1} \frac{f\left(r_{m} x\right)}{\|\nabla u\|_{L^{\infty}\left(B_{r_{m}}\right)}},\right.
$$

which satisfies $\left|\nabla f_{m}\right| \leq c^{-1} r_{m}^{s-\alpha} \rightarrow 0$ in $\mathbb{R}^{n}$.
Thus, taking $m$ large enough, we can combins ${ }^{5}$ Propositions 4.4.14 and 4.4.15 (with $\kappa_{\circ}=\frac{1}{2}$, since $\left\|\nabla \tilde{u}_{m}\right\|_{L^{\infty}\left(B_{1}\right)}=1$ ) to deduce that the free boundary $\partial\left\{\tilde{u}_{m}>0\right\}$ is $C^{1, \gamma}$ in $B_{1 / 2}$, and $\nabla \tilde{u}_{m} / d_{m}^{s}$ is $C^{\gamma}$ up to the free boundary in $B_{1 / 2}$, where $d_{m}(x)=\operatorname{dist}\left(x,\left\{\tilde{u}_{m}=0\right\}\right)$, and $\gamma$ depends only on $n, s, \lambda$, and $\Lambda$.

Rescaling back to $u$, this means that the free boundary is $C^{1, \gamma}$ in a neighborhood of the origin, and that $\nabla u / d^{s}$ is $C^{\gamma}$ up to the free boundary in a neighborhood of the origin. In particular, we have

$$
\left|\nabla u(x)-b_{\circ} d^{s}(x)\right| \leq C|x|^{s+\gamma}
$$

[^31]for some $b_{\circ} \in \mathbb{R}^{n}$, given by $\lim _{x \rightarrow 0} \frac{\nabla u(x)}{d^{s}(x)}$, which yields
$$
\left|u(x)-a_{\circ} d^{1+s}(x)\right| \leq C|x|^{1+s+\gamma} .
$$

Since the free boundary is $C^{1, \gamma}$ near the origin,

$$
\left|d^{1+s}(x)-(x \cdot \nu)_{+}^{1+s}\right| \leq C|x|^{1+s+\gamma}
$$

and the result follows.
4.4.5. Higher regularity of free boundaries. Our next goal is to prove Theorem 4.4.2. The proof is based on the following.

Theorem 4.4.16. Let $s \in(0,1)$ and let $\beta>1$ be such that $\beta, \beta \pm s \notin$ $\mathbb{N}$. Let $\Omega \subseteq \mathbb{R}^{n}$ be any bounded $C^{\beta}$ domain, and let $\mathcal{L} \in \mathfrak{L}_{s}^{\text {hom }}(\lambda, \Lambda)$, with $\left.K\right|_{\mathbb{S}^{n-1}} \in C^{2 \beta+1}\left(\mathbb{S}^{n-1}\right)$. Let $f_{1}, f_{2} \in C^{\beta-s}\left(\bar{\Omega} \cap B_{1}\right)$, and $u_{1}, u_{2} \in L^{\infty}\left(\mathbb{R}^{n}\right) \cap$ $C\left(B_{1}\right)$ be solutions of

$$
\left\{\begin{aligned}
\mathcal{L} u_{i}=f_{i} & \text { in } \quad \Omega \cap B_{1} \\
u_{i}=0 & \text { in } \quad B_{1} \backslash \Omega,
\end{aligned}\right.
$$

with $u_{2} \geq c_{1} d^{s}$ in $B_{1}$ for some $c_{1}>0$. Then,

$$
\frac{u_{1}}{u_{2}} \in C^{\beta}\left(\bar{\Omega} \cap B_{1 / 2}\right) .
$$

We will not prove Theorem 4.4.16 here. Its proof uses a higher-order version of the ideas we used to prove Proposition 2.7.8, see [3] for more details.

We next show how to use Theorem 4.4.16 in order to prove the higher regularity of free boundaries:

Proof of Theorem 4.4.2. Notice first that $v \in C^{1}\left(\mathbb{R}^{n}\right)$. Let $x_{\circ} \in \partial\{v>$ $\varphi\}$ be any regular point. By Theorem 4.4.1, there exists $r>0$ such that $\partial\{v>\varphi\} \cap B_{r}\left(x_{\circ}\right) \in C^{\beta}$ for some $\beta>1$.

Let us define $u=v-\varphi$ which solves

$$
\left\{\begin{align*}
\mathcal{L} u=f & \text { in }\{u>0\}  \tag{4.4.14}\\
u \geq 0 & \text { in } \mathbb{R}^{n},
\end{align*}\right.
$$

where $f=-\mathcal{L} \varphi \in C^{\infty}\left(\mathbb{R}^{n}\right)$ (by Lemma 2.2.6). Note that $u \in C^{1}\left(\mathbb{R}^{n}\right)$ so that, for any $i \in\{1, \ldots, n\}$, we can differentiate 4.4.14) to get

$$
\left\{\begin{align*}
\mathcal{L}\left(\partial_{i} u\right)=f_{i} & \text { in }\{u>0\} \cap B_{r}\left(x_{\circ}\right)  \tag{4.4.15}\\
\partial_{i} u=0 & \text { in } B_{r}\left(x_{\circ}\right) \backslash\{u>0\}
\end{align*}\right.
$$

with $f_{i}:=\partial_{i} f \in C^{\infty}\left(\mathbb{R}^{n}\right)$. Suppose now, without loss of generality, that $e_{n}$ is normal to $\partial\{v>\varphi\}$ at $x_{\circ}$. Since at $x_{\circ}$ (and all points near $x_{\circ}$ ) we
have that the free boundary is $C^{\beta}$ in $B_{r}\left(x_{\circ}\right)$, with $\beta>1$, it follows from the expansion in Theorem 4.4.1(i) that

$$
\partial_{n} u \geq c_{1} d^{s} \quad \text { in }\{u>0\} \cap B_{r}\left(x_{\circ}\right)
$$

for some $c_{1}>0$.
We are therefore under the assumptions of Theorem 4.4.16 and we deduce that

$$
\frac{\partial_{i} u}{\partial_{n} u} \in C^{\beta}\left(\overline{\{u>0\}} \cap B_{r}\left(x_{\circ}\right)\right),
$$

for any $i \in\{1, \ldots, n-1\}$.
Now, notice that the normal vector $\nu(x)$ to the level set $\{u=t\}$ for $t>0$ and $u(x)=t$ is given by

$$
\nu^{i}(x)=\frac{\partial_{i} u}{|\nabla u|}(x)=\frac{\partial_{i} u / \partial_{n} u}{\sqrt{\sum_{j=1}^{n-1}\left(\partial_{j} u / \partial_{n} u\right)^{2}+1}}, \quad i=1, \ldots, n .
$$

Therefore, denoting $\Omega=\{u>0\}$ we deduce that in $B_{r}\left(x_{\circ}\right)$ we have

$$
\partial \Omega \in C^{\beta} \quad \Longrightarrow \quad \frac{\partial_{i} u}{\partial_{n} u} \in C^{\beta} \quad \Longrightarrow \quad \nu \in C^{\beta} \quad \Longrightarrow \quad \partial \Omega \in C^{\beta+1}
$$

Bootstrapping this argument and recalling that $\Omega=\{v>\varphi\}$, we find that $\partial\{v>\varphi\} \cap B_{r}\left(x_{\circ}\right) \in C^{\infty}$, as wanted.

### 4.5. Optimal regularity estimates

After establishing the regularity of free boundaries (with the quantitative estimates from Propositions 4.4.14 and 4.4.15, we are now ready to prove the following optimal regularity estimates. For this, we follow the approach from [107, 59 .

Theorem 4.5.1. Let $s \in(0,1)$ and $\mathcal{L} \in \mathfrak{L}_{s}^{\text {hom }}(\lambda, \Lambda)$. Let $\varphi \in C_{c}^{2, \vartheta}\left(\mathbb{R}^{n}\right)$ with $\vartheta>\max \{0,2 s-1\}$, and let $v$ be the solution to the obstacle problem (4.2.1)-(4.2.2). Then,

$$
\|v\|_{C^{1+s}\left(\mathbb{R}^{n}\right)} \leq C\|\varphi\|_{C^{2, v}\left(\mathbb{R}^{n}\right)},
$$

with $C$ depending only on $n, s, \lambda$ and $\Lambda$.
Proof. Let $u=v-\varphi$ and $\|\varphi\|_{C^{2, v}\left(\mathbb{R}^{n}\right)}=C_{0}$. We first prove that

$$
\begin{equation*}
|\nabla u(x)| \leq C C_{\circ}\left|x-x_{\circ}\right|^{s}, \tag{4.5.1}
\end{equation*}
$$

for any free boundary point $x_{\circ} \in \partial\{u>0\}$. Dividing by a constant if necessary, and up to a translation, we may assume $C_{\circ} \leq 1$ and $x_{\circ}=0$.

Let $\varepsilon_{\circ}$ and $R_{\circ}$ be given by Proposition 4.4.15 (with $\kappa_{\circ}=\frac{1}{2}$ and $\alpha=0$ ), and let $\eta$ be the minimum between the constant in Proposition 4.4.14 (with
$\alpha=0$ and these $\varepsilon_{\circ}$ and $R_{\circ}$ ), and the one given in Proposition 4.4.15 (with $\kappa_{\circ}=\frac{1}{2}$ and $\alpha=0$ ). Notice that $\eta$ depends only on $n, s, \lambda$, and $\Lambda$.

Now, we consider

$$
w:=\eta u .
$$

Then, $w$ satisfies (see Lemma 4.2.3)

$$
\begin{align*}
& w \geq 0 \text { and } D^{2} w \geq-\eta \mathrm{Id} \quad \text { in } \mathbb{R}^{n}, \quad \text { with } \quad 0 \in \partial\{w>0\},  \tag{4.5.2}\\
& \left\{\begin{array}{l}
\mathcal{L} w=f \quad \text { in }\{w>0\} \\
\mathcal{L} w \geq f \quad \text { in } \mathbb{R}^{n},
\end{array} \quad \text { with }|\nabla f| \leq \eta,\right. \tag{4.5.3}
\end{align*}
$$

and

$$
\begin{equation*}
\|\nabla w\|_{L^{\infty}\left(\mathbb{R}^{n}\right)} \leq \eta \tag{4.5.4}
\end{equation*}
$$

We want to apply Proposition 4.4.14 appropriately to get the desired estimate.

To prove it, consider the set of $r>0$ for which the following inequality does not hold

$$
\|\nabla w\|_{L^{\infty}\left(B_{r}\right)} \leq r^{s} .
$$

If such set is empty, then (4.5.1) holds, so there is nothing to prove. Otherwise, take $r_{1}>0$ its supremum (which exists, since $|\nabla u|$ is globally bounded), and observe that (recall that $\nabla u$ is continuous)

$$
\|\nabla w\|_{L^{\infty}\left(B_{r_{1}}\right)}=r_{1}^{s}, \quad\|\nabla w\|_{L^{\infty}\left(B_{r}\right)} \leq r^{s}, \quad \text { for all } \quad r>r_{1}
$$

Hence, the rescaled function

$$
w_{r_{1}}(x):=\frac{w\left(r_{1} x\right)}{r_{1}^{1+s}}
$$

satisfies $\left\|\nabla w_{r_{1}}\right\|_{L^{\infty}\left(B_{1}\right)}=1$ and

$$
\left\|\nabla w_{r_{1}}\right\|_{L^{\infty}\left(B_{R}\right)}=\frac{\|\nabla w\|_{L^{\infty}\left(B_{R r_{1}}\right)}}{r_{1}^{s}} \leq R^{s} \quad \text { for all } \quad R>1
$$

We can therefore apply Proposition 4.4.14 to deduce that

$$
\left\|w_{r_{1}}-\kappa(x \cdot e)_{+}^{1+s}\right\|_{\operatorname{Lip}\left(B_{R_{0}}\right)} \leq \varepsilon_{0}
$$

with $\kappa \geq 1-C \varepsilon \geq \frac{1}{2}$ if $\varepsilon$ is small (since $\left\|\nabla w_{r_{1}}\right\|_{L^{\infty}\left(B_{1}\right)}=1$ ). Thus, by Proposition 4.4.15 we obtain

$$
\left|\nabla w_{r_{1}}\right| \leq C|x|^{s} \quad \text { in } \quad B_{1},
$$

with $C$ depending only on $n, s, \lambda$, and $\Lambda$. Rescaling back to $w$, this means that

$$
\|\nabla w\|_{L^{\infty}\left(B_{r}\right)} \leq C r^{s} \quad \text { for all } \quad r \in\left(0, r_{1}\right) .
$$

Thus, by definition of $r_{1}$, the same bound holds for all $r>0$, and therefore 4.5.1) follows.

Finally, combining the inequality in (4.5.1) with interior regularity estimates, Theorem 2.4.4 (exactly as in Step 2 in the proof of Proposition 2.6.4, the result follows.

Actually, following the ideas of the previous proof, we can also establish that the constants in Theorem 4.4.1 (i) and (ii) do not depend on the point $x_{0}$.
Proposition 4.5.2. Let $s, \alpha, \mathcal{L}, \varphi, \vartheta, v$, and $\nu$ be as in Theorem 4.4.1. with $\|\varphi\|_{C^{2, \vartheta}\left(\mathbb{R}^{n}\right)} \leq C_{\circ}$. Then, for any regular free boundary point $x_{\circ}$ we have

$$
\begin{equation*}
\left|v(x)-\varphi(x)-a_{x_{\circ}}\left(\left(x-x_{\circ}\right) \cdot \nu\right)_{+}^{1+s}\right| \leq C C_{\circ}\left|x-x_{\circ}\right|^{1+s+\gamma}, \tag{4.5.5}
\end{equation*}
$$

with $a_{x_{\circ}}>0$, while for any singular point $x_{\circ}$ we have

$$
\begin{equation*}
|v(x)-\varphi(x)| \leq C C_{\circ}\left|x-x_{\circ}\right|^{1+s+\alpha} \tag{4.5.6}
\end{equation*}
$$

The constants $\gamma>0$ and $C$ depend only on $n, s, \lambda$, and $\Lambda$.
Proof. Let $u=v-\varphi$. Dividing by a constant if necessary, and up to a translation, we may assume $C_{\circ} \leq 1$ and $x_{\circ}=0$. Let us choose $\varepsilon_{\circ}, R_{\circ}$, and $\eta$ as in the proof of Theorem 4.5.1, and define $w:=\eta u$. Then, $w$ satisfies 4.5.2-(4.5.3)-4.5.4.

As before, in Theorem 4.5.1, we have two cases. Assume first the following inequality holds for all $r \in(0,1)$

$$
\|\nabla w\|_{L^{\infty}\left(B_{r}\right)} \leq r^{s+\alpha}
$$

Then,

$$
|u(x)| \leq C|x|^{1+s+\alpha}
$$

and in particular (4.5.6) holds, so there is nothing to prove.
Otherwise, take

$$
r_{1}:=\sup \left\{r>0:\|\nabla w\|_{L^{\infty}\left(B_{r}\right)}>r^{s+\alpha}\right\},
$$

which satisfies $r_{1} \in(0,1)$. Then,

$$
\|\nabla w\|_{L^{\infty}\left(B_{r_{1}}\right)}=r_{1}^{s+\alpha}, \quad\|\nabla w\|_{L^{\infty}\left(B_{r}\right)} \leq r^{s+\alpha} \quad \text { for all } \quad r>r_{1} .
$$

Hence, the rescaled function

$$
w_{1}(x):=\frac{w\left(r_{1} x\right)}{r_{1}^{1+s+\alpha}}
$$

satisfies

$$
\left\|\nabla w_{r_{1}}\right\|_{L^{\infty}\left(B_{1}\right)}=1, \quad\left\|\nabla w_{r_{1}}\right\|_{L^{\infty}\left(B_{R}\right)} \leq R^{s+\alpha} \quad \text { for all } \quad R>1
$$

We can therefore apply Proposition 4.4.14 to deduce that

$$
\left\|w_{r_{1}}-\kappa(x \cdot e)_{+}^{1+s}\right\|_{\operatorname{Lip}\left(B_{R_{0}}\right)} \leq \varepsilon_{0} .
$$

Thus, by Proposition 4.4.15, we obtain

$$
\left\|\nabla w_{r_{1}} / d^{s}\right\|_{C^{\gamma}\left(\overline{\left\{w_{r_{1}}>0\right\}} \cap B_{1 / 2}\right)} \leq C,
$$

and thus

$$
\left\|w_{r_{1}}-\kappa(x \cdot e)_{+}^{1+s}\right\|_{\operatorname{Lip}\left(B_{r}\right)} \leq C r^{s+\gamma} \quad \text { for } \quad r \in(0,1)
$$

Rescaling back to $w$, this yields

$$
\left\|w-\kappa r_{1}^{\alpha}(x \cdot e)_{+}^{1+s}\right\|_{L^{\infty}\left(B_{r}\right)} \leq C r^{1+s+\gamma} \quad \text { for all } \quad r \in\left(0, r_{1}\right) .
$$

By definition of $r_{1}$ the same bound holds for all $r \in(0,1)$ (assuming, without loss of generality, that $\alpha \geq \gamma$ ), and therefore (4.5.5) follows.

As a consequence of the previous quantitative estimate, we find the following:

Corollary 4.5.3. Let $s, \mathcal{L}, \varphi, \vartheta, v$, and $\nu$ be as in Theorem 4.4.1, with $\|\varphi\|_{C^{2, \vartheta}\left(\mathbb{R}^{n}\right)} \leq C_{0}$, and let $u:=v-\varphi$. Then,

$$
\left\|u / d^{1+s}\right\|_{C^{\gamma}\left(\mathbb{R}^{n}\right)}+\left\|\nabla u / d^{s}\right\|_{C^{\gamma}\left(\mathbb{R}^{n}\right)} \leq C C_{\circ},
$$

with $C$ and $\gamma>0$ depending only on $n, s, \lambda$, and $\Lambda$.
Proof. The result follows by combining the estimates from Proposition 4.5.2 with interior regularity estimates, exactly as in the proof of Proposition 2.7.8.

In particular, the result in Corollary 4.5.3 means that the limit

$$
\lim _{\{u>0\} \ni x \rightarrow x \circ} \frac{u}{d^{1+s}}=a_{x_{\circ}}
$$

exists for any free boundary point $x_{\circ} \in \partial\{u>0\}$, and it is (Hölder) continuous in $x_{0}$. Moreover, regular points can be characterized as those at which $a_{x_{\circ}}>0$, while degenerate points are those where $a_{x_{\circ}}=0$.

### 4.6. Further results and open problems

The main results we have proved in this chapter for the obstacle problem (4.2.1)-(4.2.2) with operators of the form (4.2.3)-(4.2.4)-(4.2.5) may be summarized as follows:

- Solutions are $C^{1+s}\left(\mathbb{R}^{n}\right)$, and this is optimal.
- The free boundary splits into a set of regular points, which is relatively open and $C^{\infty}$, and a closed set of degenerate points.

We refer to Theorem 4.4.1 for the dichotomy characterizing regular and degenerate points.

This gives already quite strong information about solutions and free boundaries (it is somehow the analogue of Caffarelli's celebrated result for the case of the Laplacian, [34]), but at the same time it raises several interesting questions.
4.6.1. Local estimates. Most of the proofs we presented here are local in nature, in the sense that we only need the equation 4.2.1 to hold in a ball $B_{1}$ and then one can obtain local estimates in $B_{1 / 2}$, independently of the boundary data.

However, not all of them are local: the semiconvexity of solutions (see Lemma 4.2.3) relies on a maximum principle type argument that really uses the fact that the problem is global. The same proof can be carried out in bounded domains, but only when one assumes that the contact set $\{v=\varphi\}$ is at positive distance from the fixed boundary $\partial \Omega$.

To establish local semiconvexity estimates for solutions of

$$
\begin{equation*}
\min \{\mathcal{L} v, v-\varphi\}=0 \quad \text { in } \quad B_{1} \tag{4.6.1}
\end{equation*}
$$

is much more delicate, and it was done only recently ${ }^{6}$ by the second author, Torres-Latorre, and Weidner in [191]. As a consequence, we also established optimal regularity estimates

$$
\begin{equation*}
\|v\|_{C^{1+s}\left(B_{1 / 2}\right)} \leq C\left(\|\varphi\|_{C^{\beta}\left(B_{1}\right)}+\|v\|_{L^{\infty}\left(\mathbb{R}^{n}\right)}\right), \tag{4.6.2}
\end{equation*}
$$

for solutions of 4.6.1), with $\beta>1+2 s$ and $\left.K\right|_{\mathbb{S}^{n-1}} \in \operatorname{Lip}\left(\mathbb{S}^{n-1}\right)$. This raises the following:

Open question 4.1: Does the estimate 4.6.2 hold for any $\beta>1+s$ ?
Related to this, we also have the following:
Open question 4.2: Can one develop a similar regularity theory for operators with variable coefficients $\mathcal{L}(v, x)$ ?
4.6.2. More general kernels. Many of the proofs we presented in this Chapter used quite strongly the fact that the operators $\mathcal{L}$ under consideration satisfy

$$
0<\frac{\lambda}{|y|^{n+2 s}} \leq K(y) \leq \frac{\lambda}{|y|^{n+2 s}}
$$

[^32]A natural question is then to understand whether one can develop the same regularity theory for obstacle problems driven by general (stable) operators $\mathcal{L}$ in the class $\mathfrak{G}_{s}^{\text {hom }}(\lambda, \Lambda)$ (recall Definition 2.1.21):

Open question 4.3: Does the regularity of solutions and free boundaries (Theorems 4.4.1 and 4.5.1) hold for any stable operator $\mathcal{L} \in \mathfrak{G}_{s}^{\text {hom }}(\lambda, \Lambda)$ ?

This question has been investigated in the recent work [192], where it has been answered positively under the extra assumption

$$
\left.K\right|_{\mathbb{S}^{n-1}} \in L^{p}\left(\mathbb{S}^{n-1}\right) \quad \text { for some } \quad p>\frac{n}{2 s}
$$

Moreover, thanks to the results in [192, it turns out that the previous question would follow for any $\mathcal{L} \in \mathfrak{G}_{s}^{\text {hom }}(\lambda, \Lambda)$ if one can prove the uniqueness of positive $\mathcal{L}$-harmonic functions in cones, as stated next:

Open question 4.4: Let $\mathcal{L} \in \mathfrak{G}_{s}^{\text {hom }}(\lambda, \Lambda)$ and $\Sigma \subset \mathbb{R}^{n}$ be any closed convex cone. Let $w_{1}, w_{2} \in C\left(\mathbb{R}^{n}\right)$ be any positive solutions of $\mathcal{L} w_{i}=0$ in $\Sigma^{c}$, with $w_{i} \equiv 0$ in $\Sigma$. Prove that $w_{1} \equiv \kappa w_{2}$ for some $\kappa>0$.

Recall that for $\mathcal{L} \in \mathfrak{L}_{s}^{\text {hom }}(\lambda, \Lambda)$ we deduced this result (Proposition 4.4.5) from the boundary Harnack inequality (Theorem 4.3.2). However, for general operators $\mathcal{L} \in \mathfrak{G}_{s}^{\text {hom }}(\lambda, \Lambda)$ even the interior Harnack inequality may fail, and thus one would need a different approach in order to establish the uniqueness of positive solutions in cones.
4.6.3. Degenerate points. As in many other free boundary problems, an important and delicate question is to understand the set of singular (or, in this case, degenerate) points. In case of the square root of the Laplacian $\sqrt{-\Delta}$, some of the best known results in this direction may be summarized as follows:

- If $\varphi$ is analytic, then the set of degenerate free boundary points is contained in a countable union of ( $n-1$ )-dimensional $C^{1}$ manifolds, possibly except for a set of Hausdorff dimension at most $n-2$ [108, 113, 60, 107, 106, 197, 109].
- There exist solutions whose free boundaries consist of only degenerate points. Still, for almost every solution, the set of degenerate points has Hausdorff dimension strictly less than $n-3$ [101, 104].
We refer to $[108,13,114,101]$ for similar results for the fractional Laplacian $(-\Delta)^{s}$ for any $s \in(0,1)$.

The proofs of all these results are strongly based on the extension property of the fractional Laplacian, and in particular, that thanks to it one may use several monotonicity formulas for such operator. These monotonicity
formulas do not seem to exist for more general operators of the form (4.2.3)-(4.2.4)-4.2.5). Thus, this raises then the following natural (and probably difficult) questions in this more general setting:

Open question 4.5: Can one prove any structure or regularity result for the set of degenerate points?

Open question 4.6: Is it true that for almost every solution the set of degenerate points is small?

As said above, we expect these questions to be quite challenging.

# Appendix A 

## Some properties of Hölder spaces

In this appendix, we state some useful properties about Hölder spaces. Recall that, given $\alpha \in(0,1]$, the Hölder space $C^{0, \alpha}(\Omega)$ is the set of functions $u \in C(\Omega)$ such that

$$
[u]_{C^{0, \alpha}(\Omega)}:=\sup _{\substack{x, y \in \Omega \\ x \neq y}} \frac{|u(x)-u(y)|}{|x-y|^{\alpha}}<\infty
$$

The Hölder norm is

$$
\|u\|_{C^{0, \alpha}(\Omega)}:=\|u\|_{L^{\infty}(\Omega)}+[u]_{C^{0, \alpha}(\Omega)}
$$

When $\alpha=1$, this is the usual space of Lipschitz functions.
More generally, we define:
Definition A.0.1 (Hölder spaces). Given $k \in \mathbb{N}$ and $\alpha \in(0,1]$, the space $C^{k, \alpha}(\Omega)$ is the set of functions $u \in C^{k}(\Omega)$ such that the following norm is finite

$$
\begin{aligned}
\|u\|_{C^{k, \alpha}(\Omega)} & :=\sum_{j=1}^{k}\left\|D^{j} u\right\|_{L^{\infty}(\Omega)}+\sup _{\substack{x, y \in \Omega \\
x \neq y}} \frac{\left|D^{k} u(x)-D^{k} u(y)\right|}{|x-y|^{\alpha}} \\
& =\|u\|_{C^{k}(\Omega)}+\left[D^{k} u\right]_{C^{0, \alpha}(\Omega)} .
\end{aligned}
$$

Here, we can take any equivalent definition for the norms of $D^{j} u$, for example $\left|D^{j} u\right|=\sum_{|a|=j}\left|\partial^{a} u\right|$, where $a=\left(a_{1}, \ldots, a_{n}\right) \in \mathbb{N}_{0}^{n}$ is a multi-index. When $\beta>0$ is not an integer, we denote $C^{\beta}(\Omega):=C^{k, \alpha}(\Omega)$, where $\beta=k+\alpha$,
with $k \in \mathbb{N}$, and $\alpha \in(0,1)$. We similarly denote $\|u\|_{C^{\beta}(\Omega)}:=\|u\|_{C^{k, \alpha}(\Omega)}$ and $[u]_{C^{\beta}(\Omega)}:=\left[D^{k} u\right]_{C^{\alpha}(\Omega)}$.

Finally, we denote $C_{\mathrm{loc}}^{k, \alpha}(\Omega)$ the set of functions $u \in C^{k}(\Omega)$ such that $u \in C^{k, \alpha}(K)$ for any $K \subset \subset \Omega$.

## A.1. Some useful lemmas

Let us start by presenting some lemmas on properties of Hölder functions. We refer to [102, Appendix A] for the corresponding proofs of Lemmas A.1.1, and A.1.2.

The first one is on second order incremental quotients.
Lemma A.1.1. Assume that $\beta \in(0,2], \beta \neq 1,\|u\|_{L^{\infty}\left(B_{1}\right)} \leq C_{0}$, and

$$
\sup _{\substack{h \in B_{1} \\ x \in \overline{B_{1-}|h|}}} \frac{|u(x+h)+u(x-h)-2 u(x)|}{|h|^{\beta}} \leq C_{0}
$$

Then, $u \in C^{\beta}\left(\overline{B_{1}}\right)\left(u \in C^{1,1}\left(\overline{B_{1}}\right)\right.$ if $\left.\beta=2\right)$ and $\|u\|_{C^{\beta}\left(\overline{B_{1}}\right)} \leq C C_{0}$, with $C$ depending only on $n$ and $\alpha$.

And the second one is on norms of first order incremental quotients:
Lemma A.1.2. Assume that $\alpha \in(0,1], \beta>0,\|u\|_{L^{\infty}\left(B_{1}\right)} \leq C_{0}$, and that for every $h \in B_{1}$ we have

$$
\left\|\frac{u(x+h)-u(x)}{|h|^{\alpha}}\right\|_{C^{\beta}\left(B_{1-|h|}\right)} \leq C_{0},
$$

with $C_{\circ}$ independent of $h$. Assume in addition that $\alpha+\beta \notin \mathbb{N}$. Then, $u \in C^{\alpha+\beta}\left(\overline{B_{1}}\right)$ and $\|u\|_{C^{\alpha+\beta}\left(\overline{B_{1}}\right)} \leq C C_{0}$, with $C$ depending only on $n$, $\alpha$, and $\beta$.

Let us now prove a useful characterization of Hölder spaces in Lipschitz domains. We define first what we mean by Lipschitz domain (cf. Definition 2.6.3 for more regular domains).

Definition A.1.3 (Lipschitz domains). Let $\Omega \subset \mathbb{R}^{n}$. We say that $\Omega$ is a Lipschitz domain with Lipschitz constant $L>0$ and $C^{0,1}$-radius $\varrho$ if, for any $x_{\circ} \in \partial \Omega$, we have

$$
\varrho^{-1} \mathcal{R}\left(\partial \Omega-x_{\circ}\right) \cap \mathcal{C}_{L}=\left\{\begin{array}{c}
\left(x^{\prime}, x_{n}\right) \in \mathcal{C}_{L}: x_{n}=\varphi\left(x^{\prime}\right) \\
\text { with }\|\nabla \varphi\|_{L^{\infty}\left(B_{1}^{\prime}\right)} \leq L
\end{array}\right\}
$$

for some rotation $\mathcal{R}$ and some $\varphi \in C^{0,1}\left(B_{1}^{\prime}\right)$, where $\mathcal{C}_{L}:=B_{1}^{\prime} \times[-L-1, L+1]$ and $B_{1}^{\prime} \subset \mathbb{R}^{n-1}$ is the unit ball.


Figure A.1.1. Graphical representation of the setting of the proof of Lemma A.1.4 We flatten the domain by means of a Lipschitz diffeomorphism.

Lemma A.1.4. Let $\Omega$ be any bounded Lipschitz domain with $C^{0,1}$-radius $\varrho$ and Lipschitz constant $L$. Let us suppose that, for some $u \in L^{\infty}(\Omega)$,

$$
\underset{B_{r}(x)}{\underset{B_{r}(x)}{\operatorname{osc}} u \leq C_{o} r^{\alpha} \quad \text { for any } \quad B_{2 r}(x) \subset \Omega .}
$$

Then $u \in C^{\alpha}(\bar{\Omega})$ and

$$
[u]_{C^{\alpha}(\Omega)} \leq C C_{\circ}
$$

for some $C$ depending only on $n, L, \varrho, \operatorname{diam}(\Omega)$, and $\alpha$.
Proof. Let $x_{1}, x_{2} \in \Omega$. Let us start by assuming that $r:=\left|x_{1}-x_{2}\right| \leq \frac{\varrho}{4}$. If $\operatorname{dist}\left(x_{1}, \partial \Omega\right)>\varrho$, we are done, since $B_{2 r}\left(x_{1}\right) \subset \Omega$ and $\left|u\left(x_{1}\right)-u\left(x_{2}\right)\right| \leq$ $\operatorname{osc}_{B_{r}\left(x_{1}\right)} \leq C_{\circ} r^{\alpha}$ by assumption. Hence, we restrict ourselves to the case where $x_{1}$ and $x_{2}$ are both at distance at most $\varrho$ from the boundary.

After a rotation and a $\varrho$-scaling, we may assume that $x_{1}, x_{2} \in\left\{\left(x^{\prime}, x_{n}\right) \in\right.$ $\left.\mathcal{C}_{L}: x_{n}>\varphi\left(x^{\prime}\right)\right\} \subset \Omega$ for some $\varphi \in C^{0,1}\left(B_{1}^{\prime}\right)$ with $\varphi(0)=0$ and Lipschitz constant $L$, where $\mathcal{C}_{L}:=B_{1}^{\prime} \times(-L-1, L+1)$. After a Lipschitz diffeomorphism we assume furthermore that $\varphi\left(x^{\prime}\right) \equiv 0$ in $B_{1}^{\prime}$, and so $\Omega \cap \mathcal{C}_{L}=\left\{x_{n}>\right.$ $0\} \cap \mathcal{C}_{L}$ (the hypothesis on the oscillation of $u$ is the same after a covering argument, with a possibly larger $C_{\circ}$ by a multiplicative factor depending only on the diffeomorphism). We finally assume, after a translation, that $x_{1}=\left(0, \delta_{1}\right)$ and $x_{2}=\left(x_{2}^{\prime}, \delta_{2}\right)$, where $\left|x_{2}^{\prime}\right| \leq \frac{1}{4}$ and $\delta_{1}, \delta_{2}>0$. We refer to Figure A.1.1 for a graphical representation of the setting described.

Notice that $B_{\delta_{1}}\left(x_{1}\right) \subset \Omega$. If $\delta_{1}>r$ and $\delta_{2}>r$ we are done by assumption, since there will be a path joining them inside $\Omega$ that can be covered by finitely many balls of radius $\frac{r}{2}$ entirely contained in $\Omega$. Let us suppose then that $\delta_{1} \leq r$, and let us define $\bar{x}_{1}:=\left(0, \delta_{1}+r\right)$.

We consider the path $x_{k}=\left(1-2^{-k}\right) x_{1}+2^{-k} \bar{x}_{1}$, that satisfies $\left|x_{k}-x_{k+1}\right|=$ $2^{-k-1} r$ and $\left(x_{k}\right)_{n}=\delta_{1}+2^{-k} r$. This implies that $x_{k+1} \in B_{2^{-k-1} 1_{r}}\left(x_{k}\right)$ and $B_{2^{-k_{r}}}\left(x_{k}\right) \subset \Omega$ and we can therefore apply the hypothesis of the lemma to deduce

$$
\left|u\left(x_{k}\right)-u\left(x_{k+1}\right)\right| \leq C C_{0} 2^{-(k+1) \alpha} r^{\alpha},
$$

for some constant $C$ that depends on $L$ (due to the Lipschitz diffeomorphism). By summing a geometric series we obtain that

$$
\left|u\left(x_{1}\right)-u\left(\bar{x}_{1}\right)\right| \leq \sum_{k \geq 0}\left|u\left(x_{k}\right)-u\left(x_{k+1}\right)\right| \leq C C_{\circ} r^{\alpha} .
$$

If $\delta_{2} \leq r$, we can do the same with $\bar{x}_{2}:=\left(x_{2}^{\prime}, \delta_{2}+r\right)$ to get in this case

$$
\left|u\left(x_{2}\right)-u\left(\bar{x}_{2}\right)\right| \leq C C_{\circ} r^{\alpha} .
$$

Now, the points $\bar{x}_{1}$ and $\bar{x}_{2}$ satisfy that $\left(\bar{x}_{1}\right)_{n}>r$ and $\left(\bar{x}_{2}\right)_{n}>r$, and so $\left|u\left(\bar{x}_{1}\right)-u\left(\bar{x}_{2}\right)\right| \leq C C_{\circ} r^{\alpha}$ as before. In all, we have
$\left|u\left(x_{1}\right)-u\left(x_{2}\right)\right| \leq\left|u\left(x_{1}\right)-u\left(\bar{x}_{1}\right)\right|+\left|u\left(\bar{x}_{1}\right)-u\left(\bar{x}_{2}\right)\right|+\left|u\left(x_{2}\right)-u\left(\bar{x}_{2}\right)\right| \leq C C_{\circ} r^{\alpha}$,
as we wanted to see.
Finally, let us suppose that $r>\frac{\varrho}{4}$. By assumption, the set

$$
\Omega_{\varrho / 4}:=\{x \in \Omega: \operatorname{dist}(x, \partial \Omega>\varrho / 4\}
$$

satisfies that any two points $y_{1}, y_{2} \in \Omega_{\varrho / 4}$ can be connected by a path fully contained in $\Omega_{\varrho / 4}$ of length depending only on $\varrho, L$, and $\operatorname{diam}(\Omega)$. If $\operatorname{dist}\left(x_{i}, \partial \Omega\right) \leq \varrho / 4$, let $\bar{x}_{i}$ be defined as above: that is, $\operatorname{dist}\left(\bar{x}_{i}, \partial \Omega\right) \geq \varrho / 4$ and

$$
\left|u\left(\bar{x}_{i}\right)-u\left(x_{i}\right)\right| \leq C C_{\circ} \varrho^{\alpha} .
$$

We can then connect $\bar{x}_{1}$ and $\bar{x}_{2}$ by finitely many balls of radius $\varrho / 8$ and center in $\Omega_{\varrho / 4}$, each of which satisfies the hypotheses of the lemma, to deduce that

$$
\left|u\left(\bar{x}_{1}\right)-u\left(\bar{x}_{2}\right)\right| \leq C C_{\circ} \varrho^{\alpha} \leq C C_{\circ} r^{\alpha}
$$

where $C$ depends only on the number of balls connecting $\bar{x}_{1}$ and $\bar{x}_{2}$. Since there is a finite path between the two points, $C$ depends only on $\varrho, L$, and $\operatorname{diam}(\Omega)$. In particular, we have
$\left|u\left(x_{1}\right)-u\left(x_{2}\right)\right| \leq\left|u\left(x_{1}\right)-u\left(\bar{x}_{1}\right)\right|+\left|u\left(\bar{x}_{1}\right)-u\left(\bar{x}_{2}\right)\right|+\left|u\left(x_{2}\right)-u\left(\bar{x}_{2}\right)\right| \leq C C_{\circ} r^{\alpha}$, as we wanted to see.

## A.2. Incremental quotients

Given $f: \mathbb{R}^{n} \rightarrow \mathbb{R}, h \in \mathbb{R}^{n}$, and $m \in \mathbb{N}$, the $m$-th order incremental or difference quotient $D_{h}^{m} f$ is

$$
D_{h}^{m} f(x)= \begin{cases}\frac{1}{|h|}(f(x+h)-f(x)) & \text { if } \quad m=1 \\ D_{h}\left(D_{h}^{m-1} f(x)\right) & \text { if } \quad m \geq 2\end{cases}
$$

Lemma A.2.1. Let $f \in C^{m-1}\left(\mathbb{R}^{n}\right)$ be such that $D_{h}^{m} f$ is constant for any $h \in \mathbb{R}^{n}$ (maybe depending on $h$ ). Then, $f$ is a polynomial of degree $m$.

Proof. For $m=1$, the assumption implies $D_{h} f(x)=D_{h} f(x-h)$, and we obtain $f(x+h)+f(x-h)=2 f(x)$ for all $x, h \in \mathbb{R}^{n}$. This is the equality case in Jensen's inequality, which for continuous functions holds only when $f$ is affine. By induction, if $D_{h}^{m} f$ is constant, then $D_{h}^{m-1} f$ is affine and $D_{h}^{m-1} f^{\prime}$ is constant, so $f^{\prime}$ is a polynomial of degree $m-1$.

We also have the following basic property on the boundedness of incremental quotients for Hölder functions:
Lemma A.2.2. Let $\alpha \in(0,1), k \in \mathbb{N}, \Omega$ convex, and let $u \in C^{k-1}(\bar{\Omega})$ be such that $[u]_{C^{k-1, \alpha}(\bar{\Omega})} \leq C_{0}$. Then,

$$
\sup _{\substack{h \in \mathbb{R}^{n} \\ \operatorname{dist}(x,(\Omega) \geq k|h|}} \frac{\left|D_{h}^{k} u\right|}{|h|^{\alpha}} \leq C C_{\circ} .
$$

For some $C$ depending only on $n, \alpha$, and $k$.
Proof. For $k=1$ this is the definition of $C^{0, \alpha}$. Let us show the case $k=2$. By the mean value theorem

$$
u(x+h)-u(x)=h \cdot \nabla u(x+t h)
$$

for some $t \in(0,1)$, and therefore,

$$
\begin{equation*}
|u(x+h)-u(x)-h \cdot \nabla u(x)| \leq|h||\nabla u(x+t h)-\nabla u(x)| \leq C_{\circ}|h|^{1+\alpha} \tag{A.2.1}
\end{equation*}
$$

Taking - $h$ instead of $h$, and adding up we obtain

$$
\begin{equation*}
|u(x+h)+u(x-h)-2 u(x)| \leq 2 C_{\circ}|h|^{1+\alpha}, \tag{A.2.2}
\end{equation*}
$$

which is what we wanted (up to replacing $x$ by $x+h$ ).
For the general case, we proceed similarly. Indeed, by the Taylor theorem we know that, denoting $h=\hat{h}|h|$ for some $\hat{h} \in \mathbb{S}^{n-1}$,

$$
\begin{array}{r}
u\left(x_{\circ}+h\right)-u\left(x_{\circ}\right)-\cdots-\frac{|h|^{k-2}}{(k-2)!} \partial_{\hat{h}}^{(k-2)} u\left(x_{\circ}\right)-\frac{|h|^{k-1}}{(k-1)!} \partial_{\hat{h}}^{(k-1)} u\left(x_{\circ}\right)= \\
=\frac{|h|^{k-1}}{(k-1)!} \partial_{\hat{h}}^{(k-1)} u\left(x_{\circ}+t h\right)-\frac{|h|^{k-1}}{(k-1)!} \partial_{\hat{h}}^{(k-1)} u\left(x_{\circ}\right)
\end{array}
$$

for some $t \in(0,1)$, and therefore,

$$
\left|u\left(x_{\circ}+h\right)-p\left(x_{\circ}, h\right)\right| \leq C|h|^{k-1+\alpha},
$$

for any $h$, where $p\left(x_{\circ}, y\right)$ is the Taylor polynomial (in $y$ ) of $u$ at $x_{\circ}$, of order $k-1$. In particular, since $D_{h}^{k} p\left(x_{\circ}, 0\right)=0$ (where the increments are in $y$, and since $p$ is a polynomial of order $k-1$ ), we deduce the desired result from the triangle inequality.

If we denote by $\delta_{h}^{2} u(x)$ the second order centered increments,

$$
\delta_{h}^{2} u(x)=\frac{u(x+h)+u(x-h)}{2}-u(x)
$$

we then have the following technical lemma:
Lemma A.2.3. Let $\alpha \in(0,1]$. Then, we have the following:
(i) If $u \in C_{\operatorname{loc}}^{1, \alpha}\left(\mathbb{R}^{n}\right)$ with $[u]_{C^{1, \alpha}\left(\mathbb{R}^{n}\right)} \leq 1$ then

$$
\begin{aligned}
|u(x+h)-u(x)-u(h)+u(0)| & \leq \min \left\{|h||x|^{\alpha},|h|^{\alpha}|x|\right\} \\
& \leq|h|^{t+\alpha(1-t)}|x|^{\alpha t+1-t}
\end{aligned}
$$

and

$$
\begin{aligned}
\left|\delta_{h}^{2} u(x)-\delta_{h}^{2} u(0)\right| & \leq \min \left\{2|h|^{1+\alpha},|h|^{\alpha}|x|,|h||x|^{\alpha}\right\} \\
& \leq 2|h|^{(1+\alpha)(1-t)+t \alpha}|x|^{t}
\end{aligned}
$$

for all $x, h \in \mathbb{R}^{n}$ and $t \in[0,1]$.
(ii) If $u \in C_{\text {loc }}^{2, \alpha}\left(\mathbb{R}^{n}\right)$ with $[u]_{C^{2, \alpha}\left(\mathbb{R}^{n}\right)} \leq 1$ then
$\left|\delta_{h}^{2} u(x)-\delta_{h}^{2} u(0)\right| \leq \min \left\{|h|^{2}|x|^{\alpha},|h|^{1+\alpha}|x|\right\} \leq|h|^{2 t+(1+\alpha)(1-t)}|x|^{t \alpha+1-t}$

$$
\text { for all } x, h \in \mathbb{R}^{n} \text { and } t \in[0,1] \text {. }
$$

Proof. Fixing $x, h \in \mathbb{R}^{n}$, let us denote

$$
w(y):=u(x+y)-u(y) .
$$

Then, the left-hand side in the first expression of (i) is given by

$$
|w(h)-w(0)| \leq|h||\nabla w(\bar{h})| \quad \text { where } \quad \bar{h}=\bar{t} h \quad \text { for some } t \in[0,1]
$$

by the mean value formula. Notice, moreover, that

$$
|\nabla w(\bar{h})|=|\nabla u(x+\bar{h})-\nabla u(\bar{h})| \leq|x|^{\alpha}
$$

since $[u]_{C^{1, \alpha}\left(\mathbb{R}^{n}\right)} \leq 1$. By the symmetry of the roles of $x$ and $h$, this gives the first inequality in (i). We also use that, for any $a, b \geq 0$ and $t \in[0,1]$,

$$
\begin{equation*}
\min \{a, b\} \leq a^{t} b^{1-t} \tag{A.2.3}
\end{equation*}
$$

For the second one, we know that $\left|\delta_{h}^{2} u(x)\right| \leq|h|^{1+\alpha}$ and $\left|\delta_{h}^{2} u(0)\right| \leq|h|^{1+\alpha}$ by Lemma A.2.2, A.2.2. On the other hand, notice also that by the triangle inequality

$$
\begin{aligned}
\left|\delta_{h}^{2} u(x)-\delta_{h}^{2} u(0)\right| \leq & \frac{1}{2}|u(x+h)-u(x)-u(h)+u(0)| \\
& +\frac{1}{2}|u(x-h)-u(x)-u(-h)+u(0)|,
\end{aligned}
$$

so that the result follows by applying the first inequality (and A.2.3).

Let us now show (ii). Observe that

$$
w(y)=\int_{0}^{1} x \cdot \nabla u(y+t x) d t .
$$

Then,

$$
\left|\delta_{h}^{2} u(x)-\delta_{h}^{2} u(0)\right|=\left|\delta_{h}^{2} w(0)\right|=\left|\int_{0}^{1} x \cdot\left(\delta_{h}^{2} \nabla u\right)(t x) d t\right| .
$$

Now, since $\nabla u \in C^{1, \alpha}$, we have that $\left|\left(\delta_{h}^{2} \nabla u\right)(z)\right| \leq|h|^{1+\alpha}$ for every $z, h \in$ $\mathbb{R}^{n}$, and thus

$$
\left|\delta_{h}^{2} u(x)-\delta_{h}^{2} u(0)\right| \leq|x||h|^{1+\alpha} .
$$

On the other hand, by the mean value theorem for second derivatives we know that

$$
\delta_{h}^{2} w(0)=\frac{1}{2} h \cdot D^{2} w(\bar{h}) h, \quad \text { where } \quad \bar{h}=\bar{t} h, \quad \text { for some } \bar{t} \in(-1,1) .
$$

Recalling that $w(y)=u(x+y)-u(y)$ and using that $[u]_{C^{2, \alpha}\left(\mathbb{R}^{n}\right)} \leq 1$, we find

$$
\left|h \cdot\left(D^{2} u(x+\bar{h})-D^{2} u(\bar{h})\right) h\right| \leq|h|^{2}|x|^{\alpha},
$$

and therefore the result follows (again, also using A.2.3).

## A.3. Interpolation inequalities

In the following, we present a well known interpolation inequality in Hölder spaces (see [119, Lemma 6.35]). We give a simple proof for the convenience of the reader.

In this section, we say that $\Omega$ is a $C^{\gamma}$ domain if $\Omega$ is a $C^{k, \alpha}$ domain for some $k \in \mathbb{N}, \alpha \in(0,1]$, and $\gamma=k+\alpha$.

Proposition A.3.1. Let $\gamma>\beta>0$, and let $\Omega$ be either a bounded $C^{\max \{\gamma, 1\}}$ domain, or $\Omega=\mathbb{R}^{n}$. Then, for any $\varepsilon>0$ and $u \in C^{\gamma}(\Omega)$ we have

$$
\|u\|_{C^{\beta}(\Omega)} \leq C_{\varepsilon}\|u\|_{L^{\infty}(\Omega)}+\varepsilon[u]_{C^{\gamma}(\Omega)},
$$

for some $C_{\varepsilon}$ depending only on $n, \varepsilon, \gamma, \beta$, and $\Omega$.
Proof. We split the proof into five steps.
Step 1: Let us assume $\Omega=\mathbb{R}^{n}$. We first establish the case $\gamma \leq 1$, i.e.,

$$
\begin{equation*}
[u]_{C^{\beta}\left(\mathbb{R}^{n}\right)} \leq C_{\varepsilon}\|u\|_{L^{\infty}\left(\mathbb{R}^{n}\right)}+\varepsilon[u]_{C^{\gamma}\left(\mathbb{R}^{n}\right)}, \quad 0<\beta<\gamma \leq 1 . \tag{A.3.1}
\end{equation*}
$$

Indeed, we have

$$
\frac{|u(x)-u(y)|}{|x-y|^{\beta}} \leq|u(x)-u(y)|^{1-\frac{\beta}{\gamma}}\left(\frac{|u(x)-u(y)|}{|x-y|^{\gamma}}\right)^{\frac{\beta}{\gamma}} \quad \text { for any } \quad x, y \in \mathbb{R}^{n} \text {, }
$$

and therefore

$$
[u]_{C^{\beta}\left(\mathbb{R}^{n}\right)} \leq C\|u\|_{L^{\infty}\left(\mathbb{R}^{n}\right)}^{1-\frac{\beta}{\gamma}}[u]_{C^{\gamma}\left(\mathbb{R}^{n}\right)}^{\frac{\beta}{\gamma}} \leq C_{\varepsilon}\|u\|_{L^{\infty}\left(\mathbb{R}^{n}\right)}+\varepsilon[u]_{C^{\gamma}\left(\mathbb{R}^{n}\right)} .
$$

We have used the inequality $t^{1-\theta} \leq C_{\varepsilon}+\varepsilon t$ for any fixed $\theta \in(0,1)$, where $C_{\varepsilon}$ depends only on $\theta$ and $\varepsilon>0$.
Step 2: We next show the case $\beta=1$ and $\gamma \in(1,2]$, that is,

$$
\begin{equation*}
\|\nabla u\|_{L^{\infty}\left(\mathbb{R}^{n}\right)} \leq C_{\varepsilon}\|u\|_{L^{\infty}\left(\mathbb{R}^{n}\right)}+\varepsilon[\nabla u]_{C^{\alpha}\left(\mathbb{R}^{n}\right)}, \quad 0<\alpha \leq 1 . \tag{A.3.2}
\end{equation*}
$$

For any $x \in \mathbb{R}^{n}, j \in\{1, \ldots, n\}$, and $\rho \in(0,1)$, by the mean value theorem there exists $\bar{\rho} \in(0, \rho)$ such that

$$
\partial_{j} u\left(x+\bar{\rho} e_{j}\right)=\frac{u\left(x+\rho e_{j}\right)-u(x)}{\rho} .
$$

Then, we have

$$
\left|\partial_{j} u(x)\right| \leq\left|\partial_{j} u\left(x+\bar{\rho} e_{j}\right)-\partial_{j} u(x)\right|+\frac{\left|u\left(x+\rho e_{j}\right)-u(x)\right|}{\rho},
$$

and thus

$$
\left|\partial_{j} u(x)\right| \leq \rho^{\alpha}\left[\partial_{j} u\right]_{C^{\alpha}\left(\mathbb{R}^{n}\right)}+2 \rho^{-1}\|u\|_{L^{\infty}\left(\mathbb{R}^{n}\right)} .
$$

Summing over $1 \leq j \leq n$, we obtain

$$
|\nabla u(x)| \leq C \rho^{\alpha}[\nabla u]_{C^{\alpha}\left(\mathbb{R}^{n}\right)}+C \rho^{-1}\|u\|_{L^{\infty}\left(\mathbb{R}^{n}\right)}
$$

By taking $\rho$ small enough such that $C \rho^{\alpha}<\varepsilon$, we have shown A.3.2.
Step 3: We next show, for any $k \in \mathbb{N}$, the case $\beta=k$ and $\gamma=k+1$,

$$
\begin{equation*}
\|u\|_{C^{k}\left(\mathbb{R}^{n}\right)} \leq C_{\varepsilon}\|u\|_{L^{\infty}\left(\mathbb{R}^{n}\right)}+\varepsilon\|u\|_{C^{k+1}\left(\mathbb{R}^{n}\right)} . \tag{A.3.3}
\end{equation*}
$$

We proceed by induction. The case $k=0$ is trivial, and $k=1$ is a consequence of A.3.2 with $\alpha=1$. Let us now suppose that it holds for some $k \in \mathbb{N}$, and we prove it for $k+1$. From (A.3.2) we have

$$
\|u\|_{C^{k+1}\left(\mathbb{R}^{n}\right)} \leq C_{\varepsilon_{0}}\|u\|_{C^{k}\left(\mathbb{R}^{n}\right)}+\varepsilon_{0}\|u\|_{C^{k+2}\left(\mathbb{R}^{n}\right)}
$$

By induction hypothesis, we deduce

$$
\|u\|_{C^{k+1}\left(\mathbb{R}^{n}\right)} \leq C_{\varepsilon_{0}} C_{\varepsilon_{1}}\|u\|_{L^{\infty}\left(\mathbb{R}^{n}\right)}+C_{\varepsilon_{0}} \varepsilon_{1}\|u\|_{C^{k+1}\left(\mathbb{R}^{n}\right)}+\varepsilon_{0}\|u\|_{C^{k+2}\left(\mathbb{R}^{n}\right)}
$$

Choosing $\varepsilon_{0}=\frac{\varepsilon}{2}$ and $\varepsilon_{1}$ small enough so that $1-C_{\varepsilon_{0}} \varepsilon_{1} \geq \frac{1}{2}$, we get A.3.3). Step 4: Finally, let us show how to use A.3.1)-A.3.2)-A.3.3) to get the desired result. We know from A.3.2) that for any $\alpha \in(0,1]$,

$$
\|u\|_{C^{k}\left(\mathbb{R}^{n}\right)} \leq C_{\varepsilon_{0}}\|u\|_{C^{k-1}\left(\mathbb{R}^{n}\right)}+\varepsilon_{0}[u]_{C^{k+\alpha}\left(\mathbb{R}^{n}\right)} .
$$

Using A.3.3,

$$
\|u\|_{C^{k}\left(\mathbb{R}^{n}\right)} \leq C_{\varepsilon_{0}} C_{\varepsilon_{1}}\|u\|_{L^{\infty}\left(\mathbb{R}^{n}\right)}+C_{\varepsilon_{0}} \varepsilon_{1}\|u\|_{C^{k}\left(\mathbb{R}^{n}\right)}+\varepsilon_{0}[u]_{C^{k+\alpha}\left(\mathbb{R}^{n}\right)},
$$

so that again choosing $\varepsilon_{0}=\frac{\varepsilon}{2}$ and $\varepsilon_{1}$ small enough so that $1-C_{\varepsilon_{0}} \varepsilon_{1} \geq \frac{1}{2}$, we get (also using $\|u\|_{C^{k^{\prime}}\left(\mathbb{R}^{n}\right)} \leq\|u\|_{C^{k}\left(\mathbb{R}^{n}\right)}$ for $k^{\prime} \leq k$ )

$$
\begin{equation*}
\|u\|_{C^{k}\left(\mathbb{R}^{n}\right)} \leq C_{\varepsilon}\|u\|_{L^{\infty}\left(\mathbb{R}^{n}\right)}+\varepsilon[u]_{C^{\gamma}\left(\mathbb{R}^{n}\right)} \quad \text { for any } \quad k<\gamma . \tag{A.3.4}
\end{equation*}
$$

On the other hand, if we denote $\lfloor\beta\rfloor=k$, thanks to (A.3.1) we have

$$
[u]_{C^{\beta}\left(\mathbb{R}^{n}\right)} \leq C_{\varepsilon_{0}}\|u\|_{C^{k}\left(\mathbb{R}^{n}\right)}+\varepsilon_{0}[u]_{C^{\min \{\gamma, k+1\}}\left(\mathbb{R}^{n}\right)}
$$

which arguing as above (by means of (A.3.3) or (A.3.4) completes the proof. Step 5: To finish, we use the extension theorem to prove our desired result in a given bounded $C^{\gamma}$ domain $\Omega$.

Observe that Step 1 follows in the exact same way as before, restricting ourselves to $\Omega$. This proves the analogue of (A.3.1) in $\Omega$. In order to obtain the analogue of A.3.2), we use the extension theorem as follows.

We know that, given $u \in C^{\gamma}(\Omega)$, there exists $\bar{u} \in C^{\gamma}\left(\mathbb{R}^{n}\right)$, called the $C^{\gamma}$ extension of $u$ towards $\mathbb{R}^{n}$, which satisfies $u=\bar{u}$ in $\Omega$ and $\|\bar{u}\|_{C^{\nu}\left(\mathbb{R}^{n}\right)} \leq$ $C\|u\|_{C^{\nu}(\Omega)}$ for any $\nu \leq \gamma$, for some $C$ depending only on $n, \gamma$, and $\Omega$ (see Lemma A.3.2. In particular, we can apply A.3.2) to $\bar{u}$ and obtain

$$
\begin{aligned}
\|\nabla u\|_{L^{\infty}(\Omega)} \leq\|\nabla \bar{u}\|_{L^{\infty}\left(\mathbb{R}^{n}\right)} & \leq C_{\varepsilon}\|\bar{u}\|_{L^{\infty}\left(\mathbb{R}^{n}\right)}+\varepsilon[\nabla \bar{u}]_{C^{\alpha}\left(\mathbb{R}^{n}\right)} \\
& \leq C C_{\varepsilon}\|u\|_{L^{\infty}(\Omega)}+C \varepsilon\|u\|_{C^{1, \alpha}(\Omega)},
\end{aligned}
$$

for $0<\alpha \leq 1$. That is,

$$
(1-C \varepsilon)\|\nabla u\|_{L^{\infty}(\Omega)} \leq C\left(C_{\varepsilon}+\varepsilon\right)\|u\|_{L^{\infty}(\Omega)}+C \varepsilon[\nabla u]_{C^{\alpha}(\Omega)} .
$$

Up to making $\varepsilon$ smaller, we recover the analogue of A.3.2 in a domain $\Omega$. The proof now finishes in the exact same way as before.

In the previous proof, we have used the following version of the extension theorem, to prove the result in bounded domains.

Lemma A.3.2 (Extension Theorem). Let $\Omega \subset \mathbb{R}^{n}$ be a bounded $C^{\gamma}$ domain (with $\gamma \geq 1$ ) and let $u \in C^{\gamma}(\bar{\Omega})$. Then, there exists $\bar{u} \in C_{c}^{\gamma}\left(\mathbb{R}^{n}\right)$ such that $\bar{u}=u$ in $\Omega$ and

$$
\|\bar{u}\|_{C^{\nu}\left(\mathbb{R}^{n}\right)} \leq C\|u\|_{C^{\nu}(\Omega)} \quad \text { for all } \quad 0 \leq \nu \leq \gamma,
$$

for some $C$ depending only on $n, \gamma$, and $\Omega$.
Proof. This result follows from the proof of [119, Lemma 6.37].
We can also use the extension theorem to derive, from the previous estimate in Proposition A.3.1, a multiplicative version of the interpolation inequality:

Lemma A.3.3. Let $\gamma>\beta>0$, let $r \in(0, \infty]$, and let $u \in C^{\gamma}\left(B_{r}\right)$. Then

$$
[u]_{C^{\beta}\left(B_{r}\right)} \leq C\|u\|_{L^{\infty}\left(B_{r}\right)}^{1-\frac{\beta}{\gamma}}[u]_{C^{\gamma}\left(B_{r}\right)}^{\frac{\beta}{\gamma}}+C r^{-\beta}\|u\|_{L^{\infty}\left(B_{r}\right)},
$$

for some $C$ depending only on $n, \gamma$, and $\beta$.
Proof. Let us prove first the result for $r=\infty$. In order to do that, we apply Proposition A.3.1 with $\varepsilon=1$ and $\Omega=\mathbb{R}^{n}$ to the function $u_{\rho}(x)=u(\rho x)$, to obtain

$$
\begin{aligned}
\rho^{\beta}[u]_{C^{\beta}\left(\mathbb{R}^{n}\right)}=\left[u_{\rho}\right]_{C^{\beta}\left(\mathbb{R}^{n}\right)} & \leq C\left\|u_{\rho}\right\|_{L^{\infty}\left(\mathbb{R}^{n}\right)}+\left[u_{\rho}\right]_{C^{\gamma}\left(\mathbb{R}^{n}\right)} \\
& =C\|u\|_{L^{\infty}\left(\mathbb{R}^{n}\right)}+\rho^{\gamma}[u]_{C^{\gamma}\left(\mathbb{R}^{n}\right)} .
\end{aligned}
$$

By choosing $\rho=\|u\|_{L^{\infty}\left(\mathbb{R}^{n}\right)}^{\frac{1}{\gamma}}[u]_{C^{\gamma}\left(\mathbb{R}^{n}\right)}^{-\frac{1}{\gamma}}$ we get the desired result in the case $r=\infty$.

Let us now do the case $r \in(0, \infty)$. Notice first that it is enough to prove it for $r=1$. The result for general $r$ then follows by scaling, by applying the result for $r=1$ to the function $u(r x)$.

Let $\bar{u}$ the $C^{\gamma}$ extension of $u$ to $\mathbb{R}^{n}$ given by Lemma A.3.2 with $\Omega=B_{1}$. Now, since $\bar{u}$ is globally $C^{\gamma}$, by the case $r=\infty$ and the extension theorem we already know that

$$
\begin{equation*}
[u]_{C^{\beta}\left(B_{1}\right)}=[\bar{u}]_{C^{\beta}\left(\mathbb{R}^{n}\right)} \leq C\|\bar{u}\|_{L^{\infty}\left(\mathbb{R}^{n}\right)}^{1-\frac{\beta}{\gamma}}[\bar{u}]_{C^{\gamma}\left(\mathbb{R}^{n}\right)}^{\frac{\beta}{\gamma}} \leq C\|u\|_{L^{\infty}\left(B_{1}\right)}^{1-\frac{\beta}{\gamma}}\|u\|_{C^{\gamma}\left(B_{1}\right)}^{\frac{\beta}{\gamma}} . \tag{A.3.5}
\end{equation*}
$$

Thanks to the interpolation result in Proposition A.3.1 we also have

$$
\|u\|_{C^{\gamma}\left(B_{1}\right)} \leq C\|u\|_{L^{\infty}\left(B_{1}\right)}+[u]_{C^{\gamma}\left(B_{1}\right)},
$$

which, used in A.3.5) together with the fact that $(a+b)^{p} \leq a^{p}+b^{p}$ for any $a, b>0$ and $p \in(0,1)$, gives the desired result.

As a consequence of the interpolation inequality, we also have the following bound on the semi-norm of the product of functions:

Proposition A.3.4. Let $u, v \in C^{k, \alpha}\left(B_{1}\right)$ for some $k \in \mathbb{N}_{0}$ and $\alpha \in(0,1)$. Then $u v \in C^{k, \alpha}\left(B_{1}\right)$ with

$$
[u v]_{C^{k+\alpha}\left(B_{1}\right)} \leq C\left([u]_{C^{k+\alpha}\left(B_{1}\right)}\|v\|_{C^{k}\left(B_{1}\right)}+\|u\|_{L^{\infty}\left(B_{1}\right)}\|v\|_{C^{k+\alpha}\left(B_{1}\right)}\right)
$$

for some $C$ depending only on $n, k$, and $\alpha$.
Proof. Let us suppose first that $k=0$. Let now $\Omega \subset \mathbb{R}^{n}$ be any open set, so that for any $x, y \in \Omega$

$$
\frac{|(u v)(x)-(u v)(y)|}{|x-y|^{\alpha}} \leq \frac{|u(x)-u(y)|}{|x-y|^{\alpha}}|v(y)|+|u(x)| \frac{|v(x)-v(y)|}{|x-y|^{\alpha}},
$$

and therefore

$$
\begin{equation*}
[u v]_{C^{\alpha}(\Omega)} \leq[u]_{C^{\alpha}(\Omega)}\|v\|_{L^{\infty}(\Omega)}+\|u\|_{L^{\infty}(\Omega)}[v]_{C^{\alpha}(\Omega)} \tag{A.3.6}
\end{equation*}
$$

Taking $\Omega=B_{1}$ we get the case $k=0$. Let us now suppose $k \geq 1$. By the chain rule, we have

$$
\partial^{a}(u v)=\sum_{b \leq a} c_{a b} \partial^{b} u \partial^{a-b} v,
$$

where $a, b \in\left(\mathbb{N}_{0}\right)^{n}$ are multi-indices, and $c_{a b}$ are constants.
Thus, by the triangle inequality and the case $k=0$ we have

$$
\begin{aligned}
& {[u v]_{C^{k+\alpha}\left(B_{1}\right)} \leq C \sum_{|a|=k, b \leq a}\left[\partial^{b} u \partial^{a-b} v\right]_{C^{\alpha}\left(B_{1}\right)}} \\
& \quad \leq C \sum_{i=0}^{k}\left(\left[D^{i} u\right]_{C^{\alpha}\left(B_{1}\right)}\left\|D^{k-i} v\right\|_{L^{\infty}\left(B_{1}\right)}+\left\|D^{i} u\right\|_{L^{\infty}\left(B_{1}\right)}\left[D^{k-i} v\right]_{C^{\alpha}\left(B_{1}\right)}\right)
\end{aligned}
$$

for some $C$ depending only on $k$. Using now the interpolation inequality, Proposition A.3.1,

$$
\|u\|_{C^{j+\alpha}\left(B_{1}\right)} \leq[u]_{C^{k+\alpha}\left(B_{1}\right)}+C\|u\|_{L^{\infty}\left(B_{1}\right)},
$$

for $j \in \mathbb{N}_{0}$, and $j \leq k$, we obtain the desired result.

# Appendix B 

## Construction of barriers

In this appendix, we construct some useful barriers for nonlocal operators in different kinds of domains.

An important ingredient in these constructions will be the following:
Lemma B.0.1 ([167]). Let $\Omega \subset \mathbb{R}^{n}$ be any open set, and let $d_{\Omega}(x)=$ $\operatorname{dist}\left(x, \Omega^{c}\right)$. Then, there exists a function $\mathfrak{d}_{\Omega} \in C^{\infty}(\Omega) \cap \operatorname{Lip}\left(\mathbb{R}^{n}\right)$ satisfying

$$
\begin{equation*}
d_{\Omega} \leq \mathfrak{d}_{\Omega} \leq C d_{\Omega} \quad \text { in } \quad \mathbb{R}^{n} \tag{B.0.1}
\end{equation*}
$$

and

$$
\left|D^{k} \mathfrak{d}_{\Omega}\right| \leq C_{k} d_{\Omega}^{1-k} \quad \text { in } \quad \Omega
$$

for all $k \in \mathbb{N}$, with $C$ and $C_{k}$ depending only on $n$ and $k$.
If, in addition, $\Omega$ is a bounded $C^{\beta}$ domain with $\beta>1$ and $\beta \notin \mathbb{N}$, then $\mathfrak{d}_{\Omega} \in C^{\beta}(\bar{\Omega})$ and

$$
\left|D^{k} \mathfrak{d}_{\Omega}\right| \leq C_{k, \Omega} d_{\Omega}^{\beta-k} \quad \text { in } \quad \Omega
$$

for all $k \in \mathbb{N}, k>\beta$.
Finally, if $\Omega$ is a bounded $C^{1}$ domain, then $\mathfrak{d}_{\Omega} \in C^{1}(\bar{\Omega})$ and there exists a modulus of continuity $\omega$ depending only on $\Omega$ such that

$$
\left|D^{2} \mathfrak{d}_{\Omega}\right| \leq \omega\left(d_{\Omega}\right) d_{\Omega}^{-1} \quad \text { in } \quad \Omega
$$

When there is no possible confusion about what the domain $\Omega$ is, we will simply denote

$$
d:=d_{\Omega} \quad \text { and } \quad \mathfrak{d}:=\mathfrak{d}_{\Omega}
$$

Notice that, in case of bounded $C^{\beta}$ domains with $\beta>1$ and $\beta \notin \mathbb{N}$, a regularized distance can be constructed by taking the solution of $\Delta \mathfrak{d}=1$ in $\Omega$ with $\mathfrak{d}=0$ on $\partial \Omega$, for example.

For arbitrary open sets $\Omega \subset \mathbb{R}^{n}$, the function constructed in 167 is given by the equation

$$
\mathfrak{d}(x)=\int_{B_{1}} d\left(x-\frac{1}{2} \mathfrak{d}(x) z\right) \phi(z) d z
$$

where $\phi \in C_{c}^{\infty}\left(B_{1}\right)$ is a nonnegative function with $\int_{B_{1}} \phi=1$.

## B.1. One-dimensional and radial barriers

We first construct one-dimensional homogeneous subsolutions.
Lemma B.1.1. Let $s \in(0,1)$, $e \in \mathbb{S}^{n-1}$, and $\mathcal{L} \in \mathfrak{L}_{s}(\lambda, \Lambda)$ - that is, of the form (3.1.5)-(3.1.6)-3.1.7). Then, there exists $\beta_{\circ} \in(0,2 s) \cap(0,1)$ such that, for any $\beta \in(0,2 s)$ with $\beta \geq \beta_{\circ}$, we have

$$
\mathcal{L}|x \cdot e|^{\beta} \leq-c|x \cdot e|^{\beta-2 s} \quad \text { in } \quad \mathbb{R}^{n}
$$

in the viscosity sense. The constants $c>0$ and $\beta_{\circ}$ depend only on $n, s, \lambda$, and $\Lambda$.

Proof. We will use the extremal operators (recall (3.1.3) and (3.1.12)

$$
\mathcal{M}^{+} w:=\sup _{\mathcal{L} \in \mathfrak{L}_{s}(\lambda, \Lambda)}\{-\mathcal{L} w\}, \quad \mathcal{M}^{-} w:=\inf _{\mathcal{L} \in \mathfrak{L}_{s}(\lambda, \Lambda)}\{-\mathcal{L} w\}
$$

which satisfy (since the class $\mathfrak{L}_{s}(\lambda, \Lambda)$ is scale invariant of order $2 s$ )

$$
\mathcal{M}^{ \pm} w_{r}(x)=r^{2 s}\left(\mathcal{M}^{ \pm} w\right)(r x)
$$

In particular, if $w$ is positively homogeneous of degree $\beta$, then

$$
\mathcal{M}^{ \pm} w(x)=\lambda^{\beta-2 s}\left(\mathcal{M}^{ \pm}\right) w(x / \lambda)
$$

Notice also that the class $\mathfrak{L}_{s}(\lambda, \Lambda)$ is rotation invariance, so it suffices to prove the result for $e=e_{n}$.

Thanks to the above discussion, we know that

$$
\mathcal{M}^{-}\left|x_{n}\right|^{\beta}=c_{\beta}\left|x_{n}\right|^{\beta-2 s} \quad \text { in } \quad\left\{\left|x_{n}\right|>0\right\}
$$

for $\beta \in(0,2 s)$, where $c_{\beta} \in \mathbb{R}$ is given by

$$
c_{\beta}=\left.\mathcal{M}^{-}\left|x_{n}\right|^{\beta}\right|_{x=e_{n}}
$$

Moreover, it is easy to see that $c_{\beta} \rightarrow+\infty$ as $\beta \rightarrow 2 s$. On the other hand, when $s>\frac{1}{2}$, since the function $\left|x_{n}\right|_{+}^{\beta}$ is convex for $\beta \geq 1$, we have $c_{\beta}>0$ for $\beta \geq 1$. Since $c_{\beta}$ is continuous with respect to $\beta$, for any $s \in(0,1)$ there is $\beta_{\circ} \in(0,2 s) \cap(0,1)$ such that $c_{\beta} \geq c>0$ for all $\beta \geq \beta_{\circ}$.

By definition of $\mathcal{M}^{-}$, this implies that for any operator $\mathcal{L} \in \mathfrak{L}_{s}(\lambda, \Lambda)$ and all $\beta \geq \beta \circ$ we have

$$
\mathcal{L}\left|x_{n}\right|^{\beta} \leq-\mathcal{M}^{-}\left|x_{n}\right|^{\beta} \leq-c\left|x_{n}\right|^{\beta-2 s} \quad \text { in } \quad\left\{\left|x_{n}\right|>0\right\},
$$

with $c>0$. Therefore, since on $\left\{x_{n}=0\right\}$ the function has a minimum,

$$
\mathcal{L}\left|x_{n}\right|^{\beta} \leq-\mathcal{M}^{-}\left|x_{n}\right|^{\beta} \leq-c\left|x_{n}\right|^{\beta-2 s} \quad \text { in } \quad \mathbb{R}^{n}
$$

in the viscosity sense, as we wanted to see.
As a consequence, we next show the following.
Lemma B.1.2. Let $s \in(0,1), e \in \mathbb{S}^{n-1}$, and $\mathcal{L} \in \mathfrak{L}_{s}(\lambda, \Lambda)$ - that is, of the form (3.1.5)-(3.1.6)-(3.1.7). Then, there exists $\theta>0$ such that

$$
\phi(x):=\exp \left(-|x \cdot e|^{1-\theta}\right)
$$

satisfies

$$
\mathcal{L} \phi \geq-C \quad \text { in } \quad \mathbb{R}^{n}
$$

in the viscosity sense. The constants $C$ and $\theta$ depend only on $n, s, \lambda$, and $\Lambda$.
Proof. Thanks to Lemma B.1.1, for some $\theta>0$ we have

$$
\mathcal{L}|x \cdot e|^{1-\theta} \leq-c|x \cdot e|^{1-\theta-2 s} \leq 0 \quad \text { in } \quad \mathbb{R}^{n},
$$

with $c>0$. In particular, since the difference between $\phi(x)$ and $-|x \cdot e|^{1-\theta}$ is $C^{2 s+\delta}$ (for $1-\theta>s$ ), the function $\phi$ satisfies $\mathcal{L} \phi \geq-C$ in $\mathbb{R}^{n}$ (by Lemma 2.2.4, as wanted.

Remark B.1.3. The previous results, Lemmas B.1.1 and B.1.2, work as well with essentially the same proof for any operator $\mathcal{L} \in \mathfrak{G}_{s}(\lambda, \Lambda)$, provided that one gives the corresponding definitions of $\mathcal{M}_{\mathfrak{G}_{s}(\lambda, \Lambda)}^{ \pm}$and viscosity superand subsolution in this context.

We will also need the following radial subsolution. Recall that $\mathfrak{G}_{s}(\lambda, \Lambda)$ is the class of operators given by Definition 2.1.18.

Lemma B.1.4. Let $s \in(0,1), \mathcal{L} \in \mathfrak{G}_{s}(\lambda, \Lambda)$. Then, there exists $\beta \in(s, 2 s)$ such that

$$
\mathcal{L}\left(1-|x|^{2}\right)_{+}^{\beta} \leq-1 \quad \text { in } \quad B_{1} \backslash B_{1-\eta},
$$

where $\beta$ and $\eta>0$ depend only on $n, s, \lambda$, and $\Lambda$.
Proof. Let $\eta>0$ to be fixed later, and let $x_{\circ} \in B_{1} \backslash B_{1-\eta}$. After a rotation we may assume $x_{\circ}=(1-r) e_{n}$, with $r \in(0, \eta)$.

Consider the rescaled function

$$
w(x):=\frac{\left(1-\left|x_{\circ}+r x\right|^{2}\right)_{+}^{\beta}}{r^{\beta}}=\left(2\left(x_{n}-1\right)-r\left|x-e_{n}\right|^{2}\right)_{+}^{\beta},
$$

which satisfies

$$
\|w\|_{C^{2}\left(B_{1 / 2}\right)} \leq C \quad \text { and } \quad w(x) \geq\left(x_{n}-1\right)_{+}^{\beta} \quad \text { in } \quad\left\{x_{n}-1>r\left|x-e_{n}\right|^{2}\right\} .
$$

Thus, we have, for any $\tilde{\mathcal{L}} \in \mathfrak{G}_{s}(\lambda, \Lambda)$ with kernel $K$,

$$
\tilde{\mathcal{L}} w(0) \leq C-\int_{\left\{x_{n}-1>r\left|x-e_{n}\right|^{2}\right\}}\left(y_{n}-1\right)_{+}^{\beta} K(y) d y .
$$

Now, as $\eta \rightarrow 0$ (recall $r \in(0, \eta))$ we have

$$
\int_{\left\{x_{n}-1>r\left|x-e_{n}\right|^{2}\right\}}\left(y_{n}-1\right)_{+}^{\beta} K(y) d y \longrightarrow \int_{\left\{x_{n}>1\right\}}\left(y_{n}-1\right)_{+}^{\beta} K(y) d y,
$$

and by the ellipticity and the symmetry condition on $\tilde{\mathcal{L}}$, one can show that this converges to $+\infty$ as $\beta \rightarrow 2 s$ (depending only on $n, s, \lambda$, and $\Lambda$ ). Thus,

$$
\int_{\left\{x_{n}-1>r\left|x-e_{n}\right|^{2}\right\}}\left(y_{n}-1\right)_{+}^{\beta} K(y) d y \longrightarrow+\infty \quad \text { as } \quad \eta \rightarrow 0, \quad \beta \rightarrow 2 s,
$$

and hence

$$
\tilde{\mathcal{L}} w(0) \leq-1
$$

for some $\beta \in(s, 2 s)$ and for all $r \in(0, \eta)$, provided that $\eta>0$ is small enough. Rescaling back, and taking $\tilde{\mathcal{L}}=\mathcal{L}_{r}$ the rescaled version of $\mathcal{L}$ (see Remark 2.1.19, we deduce that

$$
\left.\mathcal{L}\left(1-|x|^{2}\right)_{+}^{\beta}\right|_{x=x_{\circ}}=r^{\beta-2 s} \mathcal{L}_{r} w(0) \leq-1,
$$

and since $x_{\circ} \in B_{1} \backslash B_{1-\eta}$ was arbitrary, we are done.
Finally, we will also need the following three results, which hold for stable operators $\mathcal{L}$. The first one says that, for one dimensional functions, in order to compute $\mathcal{L} u$ it is enough to compute its fractional Laplacian:

Lemma B.1.5. Let $s \in(0,1)$, and let $\mathcal{L} \in \mathfrak{G}_{s}^{\text {hom }}(\lambda, \Lambda)$. Let $u \in L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right) \cap$ $C^{2 s+\varepsilon}\left(B_{r}(x)\right)$ for some $\varepsilon>0$ and $r>0$ be a one-dimensional function, $u(x)=\bar{u}(x \cdot \boldsymbol{e})$ for some $\bar{u}: \mathbb{R} \rightarrow \mathbb{R}$ and $\boldsymbol{e} \in \mathbb{S}^{n-1}$. Then

$$
\mathcal{L} u(x)=c_{\boldsymbol{e}}\left((-\Delta)_{\mathbb{R}}^{s} \bar{u}\right)(x \cdot \boldsymbol{e})
$$

for some $c_{\boldsymbol{e}}$ depending only on $n, s, \mathcal{L}$, and $\boldsymbol{e}$, such that

$$
c_{-} \leq c_{e} \leq c_{+},
$$

where $c_{-}, c_{+}>0$ are constants depending only on $n, s, \lambda$, and $\Lambda$, but independent of $\boldsymbol{e}$.

Proof. We compute $\mathcal{L} u(x)$ by using polar coordinates

$$
K(d y)=\frac{d r}{r^{1+2 s}} K(d \theta)
$$

with $r>0$ and $\theta \in \mathbb{S}^{n-1}$, where we used the homogeneity of the kernel $K$. Then, we get

$$
\begin{aligned}
\mathcal{L} u(x) & =\frac{1}{2} \int_{\mathbb{S}^{n-1}} \int_{0}^{\infty}(2 u(x)-u(x+r \theta)-u(x-r \theta)) \frac{d r}{r^{1+2 s}} K(d \theta) \\
& =\frac{1}{4} \int_{\mathbb{S}^{n-1}} \int_{-\infty}^{\infty}(2 u(x)-u(x+r \theta)-u(x-r \theta)) \frac{d r}{|r|^{1+2 s}} K(d \theta) \\
& =\frac{1}{4} \int_{\mathbb{S}^{n-1}} \int_{-\infty}^{\infty}(2 \bar{u}(x \cdot \boldsymbol{e})-\bar{u}((x+r \theta) \cdot \boldsymbol{e})-\bar{u}((x-r \theta) \cdot \boldsymbol{e})) \frac{d r}{r^{1+2 s}} K(d \theta) \\
& =\left.c_{s} \int_{\mathbb{S}^{n-1}}\left((-\Delta)_{\mathbb{R}}^{s} \bar{u}\right)(x \cdot \boldsymbol{e}+r \theta \cdot \boldsymbol{e})\right|_{r=0} K(d \theta) \\
& =c_{s}\left((-\Delta)_{\mathbb{R}}^{s} \bar{u}\right)(x \cdot \boldsymbol{e}) \int_{\mathbb{S}^{n-1}}|\theta \cdot \boldsymbol{e}|^{2 s} K(d \theta)=c_{s} \mathcal{A}(\boldsymbol{e})\left((-\Delta)_{\mathbb{R}}^{s} \bar{u}\right)(x \cdot \boldsymbol{e}),
\end{aligned}
$$

for some $c_{\boldsymbol{e}}=c_{s} \mathcal{A}(\boldsymbol{e})>0$, as we wanted to see.
As a consequence we obtain the following:
Lemma B.1.6. Let $s \in(0,1)$, and let $\mathcal{L} \in \mathfrak{G}_{s}^{\text {hom }}(\lambda, \Lambda)$, and let $\varepsilon \in(0, s)$. Then, for any $\boldsymbol{e} \in \mathbb{S}^{n-1}$ the function

$$
u(x)=(x \cdot \boldsymbol{e})_{+}^{s+\varepsilon}
$$

satisfies

$$
\left\{\begin{aligned}
\mathcal{L} u & =-c_{\boldsymbol{e}}(x \cdot \boldsymbol{e})_{+}^{\varepsilon-s} & & \text { in } \quad\{x \cdot \boldsymbol{e}>0\} \\
u & =0 & & \text { in } \quad\{x \cdot \boldsymbol{e} \leq 0\}
\end{aligned}\right.
$$

for some $c_{\boldsymbol{e}}>0$ depending only on $n, s, \varepsilon, \boldsymbol{e}, \lambda$, and $\Lambda$, such that

$$
c_{-} \leq c_{e} \leq c_{+}
$$

for $c_{-}, c_{+}>0$ depending only on $n, s, \varepsilon, \lambda$, and $\Lambda$.
Proof. By Lemma B.1.5. if we denote $\bar{u}(t)=t_{+}^{s+\varepsilon}$,

$$
\mathcal{L} u(x)=c_{\boldsymbol{e}}^{\prime}(-\Delta)_{\mathbb{R}}^{s} \bar{u}(x \cdot \boldsymbol{e}) \quad \text { for } \quad x \in \mathbb{R}^{n}
$$

The fractional Laplacian is a $2 s$-homogeneous operator (see Lemma 1.10.3) so we get

$$
(-\Delta)_{\mathbb{R}}^{s} \bar{u}(t)=c_{*} t_{+}^{\varepsilon-s} \quad \text { for } \quad t \in \mathbb{R}
$$

where $c_{*}=(-\Delta)_{\mathbb{R}}^{s} \bar{u}(1) \in \mathbb{R}$ by Lemma 1.10 .2 . We just need to check the sign of $c_{*}$. In order to do that, we "slide" the function $t_{+}^{s}$ from the right until we touch $\bar{u}$ (see Figure B.1.1). Namely, consider $(t-h)_{+}^{s}$ for $h>0$, which for $h>0$ large enough is below $\bar{u}$. We now make $h$ small until they touch at some point $t_{\circ}>0$, at $h_{\circ}>0$. Then,

$$
c_{*}\left(t_{\circ}^{\varepsilon-s}\right)_{+}=(-\Delta)_{\mathbb{R}}^{s} \bar{u}\left(t_{\circ}\right)<(-\Delta)_{\mathbb{R}}^{s}\left[\left(t-h_{\circ}\right)_{+}^{s}\right]\left(t_{\circ}\right)=0,
$$



Figure B.1.1. We slide the function $t_{+}^{s}$ from the right until it touches $\bar{u}$.
where we have used that $(-\Delta)_{\mathbb{R}}^{s}\left(\bar{u}(t)-\left(t-h_{\circ}\right)_{+}^{s}\right)\left(t_{\circ}\right)<0$ because $t_{\circ}$ is a strict minimum, and that $(-\Delta)_{\mathbb{R}}^{s} t_{+}^{s}=0$ for $t>0$; see Proposition 1.10.14 Thus, $c_{*}<0$ and the result follows.

As well as:
Lemma B.1.7. Let $s \in(0,1)$, and let $\mathcal{L} \in \mathfrak{G}_{s}^{\text {hom }}(\lambda, \Lambda)$, and let $\varepsilon \in(0, s)$. Then, for any $\boldsymbol{e} \in \mathbb{S}^{n-1}$ the function

$$
u(x)=(x \cdot \boldsymbol{e})_{+}^{s-\varepsilon}
$$

satisfies

$$
\left\{\begin{aligned}
\mathcal{L} u & =c_{\boldsymbol{e}}(x \cdot \boldsymbol{e})_{+}^{-\varepsilon-s} & & \text { in } \quad\{x \cdot \boldsymbol{e}>0\} \\
u & =0 & & \text { in } \quad\{x \cdot \boldsymbol{e} \leq 0\}
\end{aligned}\right.
$$

for some $c_{\boldsymbol{e}}>0$ depending only on $n, s, \varepsilon, \boldsymbol{e}, \lambda$, and $\Lambda$, such that

$$
c_{-} \leq c_{e} \leq c_{+},
$$

for $c_{-}, c_{+}>0$ depending only on $n, s, \varepsilon, \lambda$, and $\Lambda$.
Proof. As in the proof of Lemma B.1.6 it is enough to check that $c_{*}=$ $(-\Delta)_{\mathbb{R}}^{s} \bar{u}(1)>0$, where $\bar{u}(t)=t_{+}^{s-\varepsilon}$. To do that, we now "slide" the function $t_{+}^{s}$ from the left until we touch $\bar{u}$ : we consider $(t+h)_{+}^{s}$ for $h>0$, which for $h>0$ large enough is above $\bar{u}$, and make it small until they touch at some point $t_{\circ}>0$, for $h=h_{\circ}>0$. Then,

$$
c_{*}\left(t_{\circ}^{-\varepsilon-s}\right)_{+}=(-\Delta)_{\mathbb{R}}^{s} \bar{u}\left(t_{\circ}\right)>(-\Delta)_{\mathbb{R}}^{s}\left[\left(t+h_{\circ}\right)_{+}^{s}\right]\left(t_{\circ}\right)=0,
$$

using that $(-\Delta)_{\mathbb{R}}^{s}\left(\bar{u}(t)-\left(t+h_{\circ}\right)_{+}^{s}\right)\left(t_{\circ}\right)>0$ since $t_{\circ}$ is a strict maximum, and that $(-\Delta)_{\mathbb{R}}^{s} t_{+}^{s}=0$ for $t>0$; see Proposition 1.10.14. Thus, $c_{*}>0$.

## B.2. Barriers for stable operators

We next construct appropriate barriers in $C^{1}$ and $C^{1, \alpha}$ domains. Recall that, given any $C^{1, \alpha}$ domain $\Omega \subset \mathbb{R}^{n}$, we say that $\varrho$ is a $C^{1, \alpha}$-radius for $\Omega$ if, at scale $\varrho$, the domain looks like the graph of a $C^{1, \alpha}$ function with $C^{1, \alpha}$ norm bounded by 1 ; see Definition 2.6.3. Notice also that, by [167, Theorem 1.3], we can take the regularized distance $\mathfrak{d}$ so that $\|\mathfrak{d}\|_{C^{1, \alpha}(\bar{\Omega})}$ depends only on $n$ and $\varrho$.

An approximate solution. The key result of this section is the following.
Proposition B.2.1. Let $s \in(0,1)$, and let $\mathcal{L} \in \mathfrak{G}_{s}^{\text {hom }}(\lambda, \Lambda)$. Let $\alpha \in(0, s)$, let $\Omega$ be any $C^{1, \alpha}$ domain with $C^{1, \alpha}$-radius $\varrho_{\circ}>0$, and let $\mathfrak{d}=\mathfrak{d}_{\Omega}$ be given by Definition 2.7.5. Then, $\mathfrak{d}^{s} \in H^{s}\left(\mathbb{R}^{n}\right)$ and
(i) We have

$$
\left|\mathcal{L}\left(\mathfrak{d}^{s}\right)\right| \leq C \mathfrak{d}^{s \alpha-s} \quad \text { in } \quad \Omega .
$$

(ii) If, in addition, the kernel satisfies (2.7.2), then

$$
\begin{equation*}
\left|\mathcal{L}\left(\mathfrak{d}^{s}\right)\right| \leq C \mathfrak{d}^{\alpha-s} \quad \text { in } \quad \Omega . \tag{B.2.1}
\end{equation*}
$$

The constant $C$ depends only on $n, s, \alpha, \varrho_{\circ}, \lambda$, and $\Lambda$.
For this, we need a few technical lemmas. The first one reads as follows.
Lemma B.2.2. Let $\Omega$ be any $C^{1, \alpha}$ domain with $C^{1, \alpha}$-radius $\varrho_{\circ}>0$. Then, for each $x_{\circ} \in \Omega$ we have

$$
\left|\mathfrak{d}\left(x_{\circ}+y\right)-\left(\mathfrak{d}\left(x_{\circ}\right)+\nabla \mathfrak{d}\left(x_{\circ}\right) \cdot y\right)_{+}\right| \leq C|y|^{1+\alpha} \quad \text { for } \quad y \in \mathbb{R}^{n} .
$$

The constant $C$ depends only on $n$ and $\varrho_{0}$.
Proof. Let us consider $\tilde{\mathfrak{d}}$, a $C^{1, \alpha}\left(\mathbb{R}^{n}\right)$ extension of $\left.\mathfrak{d}\right|_{\Omega}$ satisfying $\tilde{\mathfrak{d}} \leq 0$ in $\mathbb{R}^{n} \backslash \Omega$ (see, e.g., Lemma A.3.2). Then, since $\tilde{\mathfrak{d}} \in C^{1, \alpha}\left(\mathbb{R}^{n}\right)$ we have

$$
\left|\tilde{\mathfrak{d}}(x)-\mathfrak{d}\left(x_{\circ}\right)-\nabla \mathfrak{d}\left(x_{\circ}\right) \cdot\left(x-x_{\circ}\right)\right| \leq C\left|x-x_{\circ}\right|^{1+\alpha}
$$

in all of $\mathbb{R}^{n}$. Here we used $\tilde{\mathfrak{d}}\left(x_{\circ}\right)=\mathfrak{d}\left(x_{\circ}\right)$ and $\nabla \tilde{\mathfrak{d}}\left(x_{\circ}\right)=\nabla \mathfrak{d}\left(x_{\circ}\right)$.
Now, using that $\left|a_{+}-b_{+}\right| \leq|a-b|$, combined with $(\tilde{\mathfrak{d}})_{+}=\mathfrak{d}$, we find

$$
\left|\mathfrak{d}(x)-\left(\mathfrak{d}\left(x_{\circ}\right)+\nabla \mathfrak{d}\left(x_{\circ}\right) \cdot\left(x-x_{\circ}\right)\right)_{+}\right| \leq C\left|x-x_{\circ}\right|^{1+\alpha}
$$

for all $x \in \mathbb{R}^{n}$, and the lemma follows.
Lemma B.2.3. Let $\Omega$ be any bounded $C^{1}$ domain. Then, there exists a modulus of continuity $\omega$ depending only on $\Omega$ such that, for each $x_{\circ} \in \Omega$ we have

$$
\left|\mathfrak{d}\left(x_{\circ}+y\right)-\left(\mathfrak{d}\left(x_{\circ}\right)+\nabla \mathfrak{d}\left(x_{\circ}\right) \cdot y\right)_{+}\right| \leq \omega(|y|)|y| \quad \text { for } \quad y \in \mathbb{R}^{n} .
$$

Proof. The proof is analogous to the one of Lemma B.2.2. We consider $\tilde{\mathfrak{d}}$, a $C^{1}\left(\mathbb{R}^{n}\right)$ extension of $\left.\mathfrak{d}\right|_{\Omega}$ satisfying $\tilde{\mathfrak{d}} \leq 0$ in $\mathbb{R}^{n} \backslash \Omega$. By Taylor's theorem (since $\tilde{\mathfrak{d}} \in C^{1}\left(\mathbb{R}^{n}\right)$ ) we know that for any $x \in \mathbb{R}^{n}$,

$$
\left.\tilde{\mathfrak{d}}(x)-\tilde{\mathfrak{d}}\left(x_{\circ}\right)=\nabla \tilde{\mathfrak{d}}\left(\lambda x+(1-\lambda) x_{\circ}\right)\right) \cdot\left(x-x_{\circ}\right)
$$

$\underset{\sim}{\text { for some }} \lambda \in[0,1]$ (that depends on $x$ ). Hence, once again using that $\tilde{\mathfrak{d}} \in C^{1}\left(\mathbb{R}^{n}\right)$,

$$
\begin{aligned}
& \left|\tilde{\mathfrak{d}}(x)-\tilde{\mathfrak{d}}\left(x_{\circ}\right)-\nabla \tilde{\mathfrak{d}}\left(x_{\circ}\right) \cdot\left(x-x_{\circ}\right)\right|= \\
& \left.\quad=\mid\left(\nabla \tilde{\mathfrak{d}}\left(\lambda x+(1-\lambda) x_{\circ}\right)\right)-\nabla \tilde{\mathfrak{d}}\left(x_{\circ}\right)\right) \cdot\left(x-x_{\circ}\right) \mid \\
& \quad \leq \omega\left(\lambda\left|x-x_{\circ}\right|\right)\left|x-x_{\circ}\right| \leq \omega\left(\left|x-x_{\circ}\right|\right)\left|x-x_{\circ}\right|
\end{aligned}
$$

in all of $\mathbb{R}^{n}$, for some modulus $\omega$. Using now that $\tilde{\mathfrak{d}}\left(x_{\circ}\right)=\mathfrak{d}\left(x_{\circ}\right), \nabla \tilde{\mathfrak{d}}\left(x_{\circ}\right)=$ $\nabla \mathfrak{d}\left(x_{\circ}\right),\left|a_{+}-b_{+}\right| \leq|a-b|$, and $(\tilde{\mathfrak{d}})_{+}=\mathfrak{d}$, gives the desired result.

The second one reads as follows.
Lemma B.2.4. Let $\Omega$ be any Lipschitz domain with Lipschitz constant $L$ and $C^{0,1}$-radius $\varrho_{\circ}>0$ (see Definition A.1.3). Let $x_{\circ} \in \Omega, \rho=d_{\Omega}\left(x_{\circ}\right)$, $\gamma>-1$, and $\beta \neq \gamma$. Then,

$$
\int_{\Omega \cap\left(B_{1} \backslash B_{\rho / 2}\right)} d_{\Omega}^{\gamma}\left(x_{\circ}+y\right) \frac{d y}{|y|^{n+\beta}} \leq C\left(1+\rho^{\gamma-\beta}\right) .
$$

The constant $C$ depends only on $\gamma, \beta, \varrho_{\circ}$, and $L$.
Proof. Let us assume $x_{\circ}=0$. Notice that, since $\Omega$ is Lipschitz, there is $\kappa_{*}>0$ such that for any $t \in\left(0, \kappa_{*}\right]$ the level set $\left\{d_{\Omega}=t\right\}$ is Lipschitz as well. Since

$$
\begin{equation*}
\int_{\left(B_{1} \backslash B_{\rho / 2}\right) \cap\left\{d_{\Omega} \geq \kappa_{*}\right\}} d_{\Omega}^{\gamma}(y) \frac{d y}{|y|^{n+\beta}} \leq C, \tag{B.2.2}
\end{equation*}
$$

we just have to bound the same integral in the set $\left\{0<d_{\Omega}<\kappa_{*}\right\}$. Here we used that $B_{r} \cap\left\{d_{\Omega} \geq \kappa_{*}\right\}=\varnothing$ if $r \leq \kappa_{*}-2 \rho$, which follows from the fact that $d_{\Omega}(0)=2 \rho$.

We will use the following estimate for $t \in\left(0, \kappa_{*}\right)$ :

$$
\mathcal{H}^{n-1}\left(\left\{d_{\Omega}=t\right\} \cap\left(B_{2^{-k+1}} \backslash B_{2^{-k}}\right)\right) \leq C\left(2^{-k}\right)^{n-1}
$$

which follows, for example, from the fact that $\{d=t\}$ is Lipschitz. Note also that $\left\{d_{\Omega}=t\right\} \cap B_{r}=\varnothing$ if $t>r+2 \rho$.

Let $M \geq 0$ be such that $2^{-M} \leq \rho / 2 \leq 2^{-M+1}$. Then, using the coarea formula,

$$
\begin{align*}
& \int_{\left(B_{1} \backslash B_{\rho / 2}\right) \cap\left\{0<d_{\Omega}<\kappa_{*}\right\}} d_{\Omega}^{\gamma}(y) \frac{d y}{|y|^{n+\beta}} \leq  \tag{B.2.3}\\
& \leq \sum_{k=1}^{M} \frac{1}{2^{-k(n+\beta)}} \int_{\left(B_{2}-k+1 \backslash B_{2}-k\right) \cap\left\{0<d_{\Omega}<C 2^{-k}\right\}} d^{\gamma}(y)\left|\nabla d_{\Omega}(y)\right| d y \\
& \leq \sum_{k=1}^{M} \frac{1}{2^{-k(n+\beta)}} \int_{0}^{C 2^{-k}} t^{\gamma} d t \int_{\left(B_{2}-k+1 \backslash B_{2}-k\right) \cap\left\{d_{\Omega}=t\right\}} d \mathcal{H}^{n-1}(y) \\
& \leq C \sum_{k=1}^{M} \frac{\left(2^{-k}\right)^{\gamma+1} 2^{-k(n-1)}}{2^{-k(n+\beta)}}=C \sum_{k=1}^{M} 2^{k(\beta-\gamma)}=C\left(1+\rho^{\gamma-\beta}\right) .
\end{align*}
$$

Here we used that $\gamma \neq \beta$; in case $\gamma=\beta$ we would get $C(1+|\log \rho|)$.
Combining ( $\overline{\mathrm{B} .2 .2}$ ) and ( $\overline{\mathrm{B} .2 .3)}$, the lemma follows.
We will also need the following:
Lemma B.2.5. Let $\Omega \subset \mathbb{R}^{n}$ be any bounded Lipschitz domain, and let $\varphi \in C\left(\mathbb{R}^{n}\right)$ be such that

$$
\left\{\begin{aligned}
\varphi & =0 & & \text { in } \quad \mathbb{R}^{n} \backslash \Omega \\
|\varphi| & \leq C d^{\alpha} & & \text { in } \Omega \\
|\nabla \varphi| & \leq C d^{\alpha-1} & & \text { in } \Omega
\end{aligned}\right.
$$

with

$$
\alpha>s-\frac{1}{2} .
$$

Then, $\varphi \in H^{s}\left(\mathbb{R}^{n}\right)$.
Proof. Let us denote $d(x)=d_{\Omega}(x)$. We will bound $[\varphi]_{H^{s}\left(\mathbb{R}^{n}\right)}$ (observe that $\varphi \in L^{2}\left(\mathbb{R}^{n}\right)$ since $|\varphi|^{2} \leq d_{\Omega}^{2 \alpha}, \Omega$ is Lipschitz, and $\left.2 \alpha>-1\right)$.

We separate the computation into two terms:

$$
[\varphi]_{H^{s}\left(\mathbb{R}^{n}\right)}=\iint_{\mathbb{R}^{n} \times \mathbb{R}^{n}} \frac{|\varphi(x)-\varphi(y)|^{2}}{|x-y|^{n+2 s}} d x d y=I+I I
$$

where

$$
I:=2 \int_{\Omega} \int_{\mathbb{R}^{n} \backslash \Omega} \frac{|\varphi(x)|^{2}}{|x-y|^{n+2 s}} d y d x
$$

and

$$
I I:=\int_{\Omega} \int_{\Omega} \frac{|\varphi(x)-\varphi(y)|^{2}}{|x-y|^{n+2 s}} d x d y
$$

For the first term, observe that $|x-y| \geq d_{\Omega}(x)+d_{\Omega}(y) \geq d_{\Omega}(x)$ for $x \in \Omega$ and $y \in \mathbb{R}^{n} \backslash \Omega$, and therefore

$$
I \leq 2 \int_{\Omega} d^{2 \alpha}(x) \int_{|x-y| \geq d(x)} \frac{d y}{|x-y|^{n+2 s}} d x \leq c \int_{\Omega} d^{2 \alpha-2 s}(x) d x<\infty
$$

where we have used that $\int_{B_{r}^{c}}|z|^{-n-2 s} d z=c r^{-2 s}$. The boundedness of the last term follows because $\Omega$ is Lipschitz and $2 \alpha-2 s>-1$, by assumption.

For the second term, we can split the integral in $y$ into two parts: one integrating in $B_{d(x) / 2}(x)$ and the other integrating in the rest. In the first integral, we can use that

$$
|\varphi(x)-\varphi(y)|^{2} \leq\|\nabla \varphi\|_{B_{d(x) / 2}(x)}^{2}|x-y|^{2} \leq C d^{2 \alpha-2}(x)|x-y|^{2}
$$

to deduce

$$
\begin{aligned}
I I \leq & \int_{\Omega} \int_{B_{d(x) / 2}(x)} d^{2 \alpha-2}(x)|x-y|^{2-n-2 s} d y d x \\
& +2 \int_{\Omega} \int_{\Omega \backslash B_{d(x) / 2}(x)}\left(\varphi^{2}(x)+\varphi^{2}(y)\right)|x-y|^{-n-2 s} d y d x
\end{aligned}
$$

Now, since $\int_{B_{d(x) / 2}}|z|^{2-n-2 s} d z \leq C d^{2-2 s}(x)$, the first term above is again of the form $\int_{\Omega} d^{2 \alpha-2 s}(x) d x<\infty$. On the other hand, we also have

$$
\int_{\Omega} \int_{\Omega \backslash B_{d(x) / 2}(x)} \varphi^{2}(x)|x-y|^{-n-2 s} d y d x<\infty
$$

arguing as above, so that

$$
I I \leq C+2 \int_{\Omega} \int_{\Omega \backslash B_{d(x) / 2}(x)} d^{2 \alpha}(y)|x-y|^{-n-2 s} d y d x
$$

Observe, now, that we can assume $\Omega \subset B_{1}$ (after scaling) and we can bound the last term using Lemma B.2.4.

$$
I I \leq C\left(1+\int_{\Omega} d^{2 \alpha-2 s}(x) d x\right)<\infty
$$

This completes the proof.
We now give the:
Proof of Proposition B.2.1. The fact that $\mathfrak{d}^{s} \in H^{s}\left(\mathbb{R}^{n}\right)$ follows from Lemma B.2.5. Let $x_{\circ} \in \Omega$ and $\rho=d_{\Omega}\left(x_{\circ}\right)$, which is comparable to $\mathfrak{d}\left(x_{\circ}\right)$.

Notice that when $\rho \geq \rho_{\circ}>0$ then $\mathfrak{J}^{s}$ is smooth in a neighborhood of $x_{\circ}$, and hence $\left(\mathcal{L D}^{s}\right)\left(x_{\circ}\right)$ is bounded by a constant depending only on $\rho_{\circ}$. Thus, we may assume that $\rho \in\left(0, \rho_{\circ}\right)$.

We start by proving (ii), Let us denote

$$
\ell(x)=\left(\mathfrak{d}\left(x_{\circ}\right)+\nabla \mathfrak{d}\left(x_{\circ}\right) \cdot\left(x-x_{\circ}\right)\right)_{+},
$$

which satisfies

$$
\mathcal{L}\left(\ell^{s}\right)=0 \quad \text { in } \quad\{\ell>0\} ;
$$

see Proposition 1.10.14 and Lemma 2.6.2.
Now, notice that

$$
\begin{equation*}
\mathfrak{d}\left(x_{\circ}\right)=\ell\left(x_{\circ}\right) \quad \text { and } \quad \nabla \mathfrak{d}\left(x_{\circ}\right)=\nabla \ell\left(x_{\circ}\right) . \tag{B.2.4}
\end{equation*}
$$

By Lemma B.2.2 we have

$$
\begin{equation*}
\left|\mathfrak{d}\left(x_{\circ}+y\right)-\ell\left(x_{\circ}+y\right)\right| \leq C|y|^{1+\alpha} . \tag{B.2.5}
\end{equation*}
$$

Using $\left|a^{s}-b^{s}\right| \leq|a-b|\left(a^{s-1}+b^{s-1}\right)$ for $a, b \geq 0$ (with the convention that $a^{s-1}=0$ if $a=0$ ) we find

$$
\begin{equation*}
\left|\mathfrak{d}^{s}\left(x_{\circ}+y\right)-\ell^{s}\left(x_{\circ}+y\right)\right| \leq C|y|^{1+\alpha}\left(\mathfrak{d}^{s-1}\left(x_{\circ}+y\right)+\ell^{s-1}\left(x_{\circ}+y\right)\right) \tag{B.2.6}
\end{equation*}
$$

(Again, assuming that $\mathfrak{d}^{s-1}=\mathfrak{d}^{s-1} \chi_{\mathfrak{\jmath}>0}$ and $\ell^{s-1}=\ell^{s-1} \chi_{\ell>0}$.) On the other hand, since $\mathfrak{d} \in C^{1, \alpha}(\bar{\Omega})$, using Taylor's theorem for Hölder functions (cf. (A.2.1) we have

$$
\left|\mathfrak{d}(x)-\mathfrak{d}\left(x_{\circ}\right)-\nabla \mathfrak{d}\left(x_{\circ}\right) \cdot\left(x-x_{\circ}\right)\right| \leq C \rho^{1+\alpha}
$$

for all $x \in B_{\rho / 2}\left(x_{\circ}\right)$, and so, since $\mathfrak{d}(x)$ is comparable to $\rho$ in $B_{\rho / 2}\left(x_{\circ}\right)$ we deduce

$$
\ell(x) \geq \mathfrak{d}\left(x_{\circ}\right)+\nabla \mathfrak{d}\left(x_{\circ}\right) \cdot\left(x-x_{\circ}\right) \geq \mathfrak{d}(x)-C \rho^{1+\alpha}>c \rho>0 \quad \text { in } \quad B_{\rho / 2}\left(x_{\circ}\right),
$$

provided that $\rho_{\circ}$ is small and for some $c>0$ (both depending only on $\Omega$ ).
We also have

$$
\left|\mathfrak{d}^{s}-\ell^{s}\right|(x) \leq|\mathfrak{d}-\ell|(x)\left\|\mathfrak{d}^{s-1}+\ell^{s-1}\right\|_{L^{\infty}\left(B_{\rho / 2}\left(x_{\circ}\right)\right)} \leq C \rho^{s-1}|\mathfrak{d}-\ell|(x)
$$

for $x \in B_{\rho / 2}\left(x_{\circ}\right)$. We have used here that both $\mathfrak{d}$ and $\ell$ are comparable to $\rho$ in $B_{\rho / 2}\left(x_{\circ}\right)$. Thanks to the control on the second derivatives given by Lemma B.0.1 and due to B.2.4, we have

$$
\begin{equation*}
\left|\mathfrak{d}^{s}-\ell^{s}\right|\left(x_{\circ}+y\right) \leq\left\|D^{2} \mathfrak{d}\right\|_{L^{\infty}\left(B_{\rho / 2}\left(x_{\circ}\right)\right)}|y|^{2} \rho^{s-1} \leq C \rho^{s+\alpha-2}|y|^{2} \tag{B.2.7}
\end{equation*}
$$

for $y \in B_{\rho / 2}$.
It follows then from (B.2.6) and B.2.7) that

$$
\left|\mathfrak{d}^{s}-\ell^{s}\right|\left(x_{\circ}+y\right) \leq\left\{\begin{array}{lll}
C \rho^{s+\alpha-2}|y|^{2} & \text { in } \quad B_{\rho / 2} \\
C|y|^{1+\alpha}\left(\mathfrak{d}^{s-1}\left(x_{\circ}+y\right)+\ell^{s-1}\left(x_{\circ}+y\right)\right) & \text { in } B_{1} \backslash B_{\rho / 2} \\
C|y|^{s} & \text { in } \mathbb{R}^{n} \backslash B_{1} .
\end{array}\right.
$$

Recalling that $\mathcal{L}\left(\ell^{s}\right)\left(x_{\circ}\right)=0$ and thanks to the assumption on the kernel 2.7.2, we find

$$
\begin{aligned}
\left|\mathcal{L}\left(\mathfrak{d}^{s}\right)\left(x_{\circ}\right)\right|= & \left|\mathcal{L}\left(\mathfrak{d}^{s}-\ell^{s}\right)\left(x_{\circ}\right)\right| \\
\leq & C \int_{\mathbb{R}^{n}}\left|\mathfrak{d}^{s}-\ell^{s}\right|\left(x_{\circ}+y\right) \frac{\Lambda}{|y|^{n+2 s}} d y \\
\leq & C \int_{B_{\rho / 2}} \rho^{s+\alpha-2}|y|^{2} \frac{d y}{|y|^{n+2 s}}+C \int_{\mathbb{R}^{n} \backslash B_{1}}|y|^{s} \frac{d y}{|y|^{n+2 s}}+ \\
& +C \int_{B_{1} \backslash B_{\rho / 2}}|y|^{1+\alpha}\left(\mathfrak{d}^{s-1}\left(x_{\circ}+y\right)+\ell^{s-1}\left(x_{\circ}+y\right)\right) \frac{d y}{|y|^{n+2 s}} \\
\leq & C\left(\rho^{\alpha-s}+1\right)+C \int_{B_{1} \backslash B_{\rho / 2}} \frac{\mathfrak{d}^{s-1}\left(x_{\circ}+y\right)+\ell^{s-1}\left(x_{\circ}+y\right)}{|y|^{n+2 s-1-\alpha}} d y .
\end{aligned}
$$

Thus, using Lemma B.2.4 twice (on $\mathfrak{d}$ and on $\ell$, and recalling that $\mathfrak{d}$ is comparable to $d_{\Omega}$ ), we find

$$
\left|\mathcal{L}\left(\mathfrak{d}^{s}\right)\left(x_{\circ}\right)\right| \leq C \rho^{\alpha-s},
$$

and B.2.1) follows (recall that $\rho$ is comparable to $\mathfrak{d}\left(x_{\circ}\right)$ ). Thus, case (ii) is proved.

Let us now prove (i), In this case, using $\left|a^{s}-b^{s}\right| \leq|a-b|^{s}$ for $a, b \geq 0$, it follows from B.2.5) that

$$
\left|\mathfrak{d}^{s}\left(x_{\circ}+y\right)-\ell^{s}\left(x_{\circ}+y\right)\right| \leq C|y|^{(1+\alpha) s} \quad \text { for } \quad y \in \mathbb{R}^{n}
$$

instead of B.2.6). The bound B.2.7 remains valid, and hence we have

$$
\left|\mathfrak{d}^{s}-\ell^{s}\right|\left(x_{\circ}+y\right) \leq \begin{cases}C \rho^{s+\alpha-2}|y|^{2} & \text { for } y \in B_{\rho / 2} \\ C|y|^{(1+\alpha) s} & \text { for } y \in B_{1} \backslash B_{\rho / 2} \\ C|y|^{s} & \text { for } y \in \mathbb{R}^{n} \backslash B_{1}\end{cases}
$$

Recalling that $\mathcal{L}\left(\ell^{s}\right)\left(x_{\circ}\right)=0$ (by Proposition 1.10.14), we now find

$$
\begin{aligned}
\left|\mathcal{L}\left(\mathfrak{d}^{s}\right)\left(x_{\circ}\right)\right|= & \left|\mathcal{L}\left(\mathfrak{d}^{s}-\ell^{s}\right)\left(x_{\circ}\right)\right| \\
\leq & C \int_{\mathbb{R}^{n}}\left|\mathfrak{d}^{s}-\ell^{s}\right|\left(x_{\circ}+y\right) K(d y) \\
\leq & C \int_{B_{\rho / 2}} \rho^{s+\alpha-2}|y|^{2} K(d y)+C \int_{\mathbb{R}^{n} \backslash B_{1}}|y|^{s} K(d y) \\
& +C \int_{B_{1} \backslash B_{\rho / 2}}|y|^{(1+\alpha) s} K(d y) \\
\leq & C \rho^{\alpha-s}+C+C \rho^{\alpha s-s} \leq C \rho^{\alpha s-s},
\end{aligned}
$$

where we have used 2.2 .2 - 2.2 .3 , and the lemma follows.

When $\alpha>s$ the proof of Proposition B.2.1 (ii) gives that

$$
\mathcal{L}\left(\mathfrak{d}^{s}\right) \in L^{\infty}(\Omega) .
$$

This is false, however, for operators $\mathcal{L}$ without the assumption (2.7.2); see [188]. Concerning the higher regularity of $\mathcal{L}\left(\mathfrak{d}^{s}\right)$, it was proved in [3] that

$$
\left.\begin{array}{c}
\partial \Omega \in C^{\beta} \\
\left.K\right|_{\mathbb{S}^{n-1}} \in C^{2 \beta+1}\left(\mathbb{S}^{n-1}\right) \\
\beta>1+s, \quad \beta, \beta \pm s \notin \mathbb{N}
\end{array}\right\} \quad \Longrightarrow \quad \mathcal{L}\left(\mathfrak{d}^{s}\right) \in C^{\beta-1-s}(\bar{\Omega}) .
$$

This is a crucial ingredient in the proof of higher regularity of the quotient $u / \mathfrak{d}^{s}$, and of Theorem 4.4.16.

Sub- and supersolutions. We next use Proposition B.2.1 to construct sub- and supersolutions that are comparable to $\mathfrak{d}^{s}$.

Moreover, we also want to bound $\mathcal{L}\left(\mathfrak{d}^{s+\varepsilon}\right)$ in a $C^{1, \alpha}$ domain. This will be used to construct sub- and supersolutions in $C^{1, \alpha}$ domains.

Lemma B.2.6. Let $s \in(0,1)$, and let $\mathcal{L} \in \mathfrak{G}_{s}^{\text {hom }}(\lambda, \Lambda)$. Let $\alpha \in(0,1)$, let $\Omega$ be any $C^{1, \alpha}$ domain with $C^{1, \alpha}$-radius $\varrho_{\circ}>0$. Then, for any $\varepsilon \in(0, s)$, we have

$$
\mathcal{L}\left(\mathfrak{d}^{s+\varepsilon}\right) \leq-c \mathfrak{d}^{\varepsilon-s}+C \quad \text { in } \quad \Omega \cap B_{1},
$$

with $c>0$ and $C>0$ depending only on $n, s, \varepsilon, \alpha, \varrho_{\circ}, \lambda$, and $\Lambda$.
Proof. Let $x_{\circ} \in \Omega$ and $\rho=\mathfrak{d}\left(x_{\circ}\right)$. Exactly as in Proposition B.2.1, one finds that

$$
\left|\mathfrak{d}^{s+\varepsilon}\left(x_{\circ}+y\right)-\ell^{s+\varepsilon}\left(x_{\circ}+y\right)\right| \leq C|y|^{(1+\alpha)(s+\varepsilon)},
$$

and

$$
\left|\mathfrak{d}^{s+\varepsilon}-\ell^{s+\varepsilon}\right|\left(x_{\circ}+y\right) \leq C \rho^{s+\varepsilon+\alpha-2}|y|^{2}
$$

for $y \in B_{\rho / 2}$. Therefore, as in Proposition B.2.1,

$$
\left|\mathcal{L}\left(\mathfrak{d}^{s+\varepsilon}-\ell^{s+\varepsilon}\right)\left(x_{\circ}\right)\right| \leq C\left(1+\rho^{\alpha(s+\varepsilon)+\varepsilon-s}\right) .
$$

Combined with Lemma B.1.6, we find

$$
\mathcal{L}\left(\mathfrak{d}^{s+\varepsilon}\right)\left(x_{\circ}\right) \leq-c \rho^{\varepsilon-s}+C\left(1+\rho^{\alpha(s+\varepsilon)+\varepsilon-s}\right) \leq-\frac{c}{2} \rho^{s-\varepsilon}+C, \quad \text { in } \quad \Omega \cap B_{1},
$$

as wanted.
As a corollary we obtain the following supersolution in $C^{1, \alpha}$ domains near the boundary:

Corollary B.2.7 (Supersolution). Let $s \in(0,1)$, and let $\mathcal{L} \in \mathfrak{G}_{s}^{\text {hom }}(\lambda, \Lambda)$. Let $\alpha \in(0,1)$, let $\Omega$ be any bounded $C^{1, \alpha}$ domain with $C^{1, \alpha}$-radius $\varrho_{\circ}>0$.

Then, for any $\varepsilon>0$ there exists $\varphi \in C\left(\mathbb{R}^{n}\right) \cap C^{\infty}(\Omega) \cap H^{s}\left(\mathbb{R}^{n}\right)$ such that $\varphi=0$ in $\mathbb{R}^{n} \backslash \Omega$ and

$$
\left\{\begin{aligned}
\mathcal{L} \varphi & \geq d_{\Omega}^{\varepsilon-s} & \text { in }\left\{0<d_{\Omega}(x)<\delta\right\} \\
d_{\Omega}^{s} \leq \varphi & \leq C d_{\Omega}^{s} & \text { in } \Omega
\end{aligned}\right.
$$

for some $\delta, C>0$ depending only on $n, s, \varepsilon, \alpha, \varrho_{\circ}, \operatorname{diam}(\Omega), \lambda$, and $\Lambda$.
Proof. Let us assume $\varepsilon<\alpha s$, and consider

$$
\varphi:=C \mathfrak{d}_{\Omega}^{s}-\mathfrak{d}_{\Omega}^{s+\varepsilon^{\prime}}
$$

with $\varepsilon^{\prime}=\frac{1}{2} \varepsilon$ and $c$ small enough. Then, by Lemma B.2.5, we have $\varphi \in$ $H^{s}\left(\mathbb{R}^{n}\right)$. Moreover, by definition $\varphi$ directly satisfies the second equation if $\delta$ and $c$ are small enough. On the other hand, thanks to Proposition B.2.1 (i) and Lemma B.2.6 we know that

$$
\mathcal{L} \varphi \geq-C \mathfrak{d}_{\Omega}^{s \alpha-s}+c \mathfrak{d}_{\Omega}^{\varepsilon^{\prime}-s}-C
$$

Since $\varepsilon^{\prime}<\varepsilon<\alpha s$, and we are done.
We also get subsolutions in $C^{1, \alpha}$ domains:
Corollary B.2.8 (Subsolution). Let $s \in(0,1)$, and let $\mathcal{L} \in \mathfrak{G}_{s}^{\text {hom }}(\lambda, \Lambda)$. Let $\alpha \in(0,1)$, let $\Omega$ be any bounded $C^{1, \alpha}$ domain with $C^{1, \alpha}$-radius $\varrho_{\circ}>0$.

Then, for any $\varepsilon>0$ there exists $\varphi \in C\left(\mathbb{R}^{n}\right) \cap C^{\infty}(\Omega) \cap H^{s}\left(\mathbb{R}^{n}\right)$ such that $\varphi=0$ in $\mathbb{R}^{n} \backslash \Omega$ and

$$
\left\{\begin{aligned}
\mathcal{L} \varphi & \leq-d_{\Omega}^{\varepsilon-s} \\
\varphi & \text { in }\left\{0<d_{\Omega}(x)<\delta\right\} \\
d_{\Omega}^{s} \leq C d_{\Omega}^{s} & \text { in } \Omega,
\end{aligned}\right.
$$

for some $\delta, C>0$ depending only on $n, s, \varepsilon, \alpha, \varrho_{\circ}, \operatorname{diam}(\Omega), \lambda$, and $\Lambda$.
Proof. We proceed similarly to Corollary B.2.7 by considering

$$
\varphi:=\mathfrak{d}_{\Omega}^{s}+\mathfrak{d}_{\Omega}^{s+\varepsilon^{\prime}}
$$

with $\varepsilon^{\prime}<\varepsilon<\alpha s$, which satisfies

$$
\mathcal{L} \varphi \leq C \mathfrak{D}_{\Omega}^{s(\alpha-1)}-c \mathfrak{D}_{\Omega}^{\varepsilon-s}+C \leq \mathfrak{d}_{\Omega}^{\varepsilon-s}
$$

if $d_{\Omega}$ is small enough.
In $C^{1}$ domains we get, instead, the following supersolution.
Proposition B.2.9. Let $s \in(0,1), \alpha \in(0, s)$, and let $\mathcal{L} \in \mathfrak{G}_{s}^{\text {hom }}(\lambda, \Lambda)$. Let $\Omega$ be any bounded $C^{1}$ domain, and let $\mathfrak{d}=\mathfrak{d}_{\Omega}$ be given by Definition 2.7.5. Then,

$$
\mathcal{L}\left(\mathfrak{d}^{\alpha}\right) \geq c \mathfrak{d}^{\alpha-2 s} \quad \text { in } \quad\left\{0<d_{\Omega}(x)<\delta\right\}
$$

for some constants $c>0$ and $\delta>0$ depending only on n, $s, \alpha, \Omega, \lambda$, and $\Lambda$.

Proof. The proof follows along the lines of the proof of Proposition B.2.1.
Let $x_{\circ} \in \Omega$ and $\rho=d_{\Omega}\left(x_{\circ}\right)$. When $\rho \geq \rho_{\circ}>0$ then $\mathfrak{d}^{\alpha}$ is smooth in a neighborhood of $x_{\circ}$, and hence $\left(\mathcal{L J}^{\alpha}\right)\left(x_{\circ}\right)$ is bounded by a constant depending only on $\rho_{\circ}$. Thus, we may assume that $\rho \in\left(0, \rho_{\circ}\right)$.

Let us denote

$$
\ell(x)=\left(\mathfrak{d}\left(x_{\circ}\right)+\nabla \mathfrak{d}\left(x_{\circ}\right) \cdot\left(x-x_{\circ}\right)\right)_{+}=a\left(\boldsymbol{e} \cdot\left(x-x_{\circ}+b\right)\right)_{+},
$$

with $a=\left|\nabla \mathfrak{d}\left(x_{\circ}\right)\right|, \boldsymbol{e}=\frac{\nabla \mathfrak{d}\left(x_{\circ}\right)}{a}$, and $b=\mathfrak{d}\left(x_{\circ}\right) \nabla \mathfrak{d}\left(x_{\circ}\right)$, which by Lemma B.1.7 (and the translation invariance of the operator) satisfies

$$
\begin{equation*}
\mathcal{L}\left(\ell^{\alpha}\right)\left(x_{\circ}\right)=c a(\boldsymbol{e} \cdot b)^{\alpha-2 s}=c^{\prime} \rho^{\alpha-2 s}>0, \tag{B.2.8}
\end{equation*}
$$

for some $c^{\prime}>0$ that depends only on $n, s, \Lambda, \lambda$, and $\Omega$. We have also used here that

$$
\frac{1}{C} \leq\left|\nabla \mathfrak{d}\left(x_{\circ}\right)\right| \leq C \quad \text { in } \quad\left\{0<d_{\Omega}(x)<\delta\right\}
$$

for some $C$ depending only on $\Omega$, which follows form the fact that it is true on $\partial \Omega$ by (B.0.1) and $\mathfrak{d} \in C^{1}(\bar{\Omega})$.

By Lemma B.2.3 we have

$$
\begin{equation*}
\left|\mathfrak{d}\left(x_{\circ}+y\right)-\ell\left(x_{\circ}+y\right)\right| \leq \omega(|y|)|y|, \tag{B.2.9}
\end{equation*}
$$

and using $\left|a^{\alpha}-b^{\alpha}\right| \leq|a-b|^{\alpha}$ for $a, b \geq 0$ and $\alpha \in[0,1]$, we find

$$
\begin{equation*}
\left|\mathfrak{d}^{\alpha}\left(x_{\circ}+y\right)-\ell^{\alpha}\left(x_{\circ}+y\right)\right| \leq C \omega(|y|)^{\alpha}|y|^{\alpha} . \tag{B.2.10}
\end{equation*}
$$

On the other hand, as in the proof of Proposition B.2.1 we can estimate

$$
\begin{equation*}
\left|\mathfrak{d}^{\alpha}-\ell^{\alpha}\right|\left(x_{\circ}+y\right) \leq C \omega(\rho) \rho^{\alpha-2}|y|^{2} \tag{B.2.11}
\end{equation*}
$$

for $y \in B_{\rho / 2}$. From B.2.10 and B.2.11 we have

$$
\left|\mathfrak{d}^{\alpha}-\ell^{\alpha}\right|\left(x_{\circ}+y\right) \leq\left\{\begin{array}{lll}
C \omega(\rho) \rho^{\alpha-2}|y|^{2} & \text { in } B_{\rho / 2} \\
C \omega(|y|)^{\alpha}|y|^{\alpha} & \text { in } B_{1} \backslash B_{\rho / 2} \\
C|y|^{\alpha} & \text { in } \mathbb{R}^{n} \backslash B_{1}
\end{array}\right.
$$

We now have (thanks to B.2.8) ,

$$
\mathcal{L}\left(\mathfrak{d}^{\alpha}\right)\left(x_{\circ}\right) \geq c^{\prime} \rho^{\alpha-2 s}-I_{1}-I_{2}-I_{3},
$$

where,

$$
I_{1}:=\int_{\mathbb{R}^{n} \backslash B_{1}}\left(\mathfrak{d}^{\alpha}-\ell^{\alpha}\right)\left(x_{\circ}+y\right) K(d y) \leq \int_{\mathbb{R}^{n} \backslash B_{1}} C|y|^{\alpha} K(d y) \leq C,
$$

using (2.2.3) we get

$$
\begin{aligned}
I_{2} & :=\int_{B_{1} \backslash B_{\rho}}\left(\mathfrak{d}^{\alpha}-\ell^{\alpha}\right)\left(x_{\circ}+y\right) K(d y) \\
& \leq C \int_{B_{1} \backslash B_{\rho}} \omega(|y|)^{\alpha}|y|^{\alpha} K(d y) \\
& \leq C \int_{B_{1} \backslash B_{\sqrt{\rho}}}|y|^{\alpha} K(d y)+C \omega(\sqrt{\rho})^{\alpha} \int_{B_{\sqrt{\rho}} \backslash B_{\rho}}|y|^{\alpha} K(d y) \\
& \leq C \rho^{\frac{\alpha-2 s}{2}}+C \omega(\sqrt{\rho})^{\alpha} \rho^{\alpha-2 s},
\end{aligned}
$$

and thanks to 2.2.2),
$I_{3}=\int_{B_{\rho}}\left(\mathfrak{d}^{\alpha}-\ell^{\alpha}\right)\left(x_{\circ}+y\right) K(d y) \leq C \omega(\rho) \rho^{\alpha-2} \int_{B_{\rho}}|y|^{2} K(d y) \leq C \omega(\rho) \rho^{\alpha-2 s}$.
Putting all together, we have

$$
\mathcal{L}\left(\mathfrak{d}^{\alpha}\right)\left(x_{\circ}\right) \geq c^{\prime} \rho^{\alpha-2 s}-C \rho^{\alpha-2 s}\left(\rho^{2 s-\alpha}+\rho^{\frac{2 s-\alpha}{2}}+\omega(\sqrt{\rho})^{\alpha}+\omega(\rho)\right) .
$$

By choosing $\rho$ sufficiently small (depending on $n, s, \Lambda, \lambda$, and $\Omega$ ), we can ensure

$$
\mathcal{L}\left(\mathfrak{d}^{\alpha}\right)\left(x_{\circ}\right) \geq \frac{c^{\prime}}{2} \rho^{\alpha-2 s},
$$

as we wanted to see.

## B.3. Barriers in Lipschitz (and more general) domains

We now by construct the following subsolution in quite general domains $\Omega \subset \mathbb{R}^{n}$. Notice that the assumption on $\Omega$ is satisfied for any bounded Lipschitz domain.

Lemma B.3.1. Let $s \in(0,1)$, and let $\mathcal{L} \in \mathfrak{L}_{s}(\lambda, \Lambda)$ - that is, of the form (3.1.5)-(3.1.6)-(3.1.7). Let $\Omega \subset \mathbb{R}^{n}$ be any open set such that,
for all $r \in\left(0, \rho_{\circ}\right), \quad z \in \partial \Omega, \quad$ there is a ball $\quad B_{\kappa r}\left(x_{r, z}\right) \subset \Omega \cap B_{r}(z)$, for some $\kappa, \rho_{\circ}>0$.

Then, there exist $C_{1}, \gamma_{\circ}>0$ depending only on $n, s, \lambda, \Lambda, \kappa$, and $\rho_{\circ}$ such that

$$
\mathcal{L}\left(\mathfrak{d}^{2 s-\gamma}\right) \leq C_{1}-d^{-\gamma} \quad \text { in } \quad \Omega
$$

for all $\gamma<\gamma_{0}$, where $\mathfrak{d}$ is given by Lemma B.0.1.
Proof. First notice that, since the function $\mathfrak{d}^{2 s-\gamma}$ is smooth inside $\Omega$, the inequality clearly holds in $\{d>\rho\}$ for some $C_{1}$ depending on $\rho>0$. Thus, it suffices to show that there is a $\rho>0$ for which the inequality holds in $\{0<d<\rho\}$.

Let $\rho>0$ to be fixed later, and let $x_{\circ} \in \Omega$ with $d\left(x_{\circ}\right)=r<\rho$. Consider the rescaled function

$$
w(x):=\frac{\mathfrak{d}^{2 s-\gamma}\left(x_{\circ}+r x\right)}{r^{2 s-\gamma}} .
$$

Since $\left|D^{2} \mathfrak{d}\right| \leq C d^{-1}$ in $\Omega$, the function $w$ satisfies

$$
\|w\|_{C^{2}\left(B_{1 / 2}\right)} \leq C
$$

On the other hand, by the assumption on $\Omega$ (rescaled), we will have that for all $R \in\left(1, \rho_{\circ} / r\right)$ there is a ball $B_{\kappa R}\left(z_{R}\right) \subset B_{R+1} \cap\left(\frac{1}{r}\left(\Omega-x_{\circ}\right)\right)$. In particular, we have

$$
w(x) \geq c|x|^{2 s-\gamma} \quad \text { in } \quad B_{\kappa R / 2}\left(z_{R}\right)
$$

with $c>0$, where we used that $\mathfrak{d} \geq d$.
Since $\|w\|_{C^{2}\left(B_{1 / 2}\right)} \leq C$ and $w \geq 0$ everywhere, we have

$$
\tilde{\mathcal{L}} w(0) \leq C \Lambda-c \lambda \int_{\bigcup_{R \in\left(1, \rho_{\circ} / r\right)} B_{\frac{\kappa}{2} R}\left(z_{R}\right)}|y|^{2 s-\gamma} \frac{d y}{|y|^{n+2 s}}
$$

for every $\tilde{\mathcal{L}} \in \mathfrak{L}_{s}(\lambda, \Lambda)$.
Now notice that, since $d\left(x_{\circ}\right)=r$, we have $\left|z_{R}\right| \geq \kappa R-r$, and therefore $B_{\kappa \bar{R} / 2}\left(z_{\bar{R}}\right) \cap B_{R+1}=\varnothing$ if $\frac{\kappa}{2} \bar{R} \geq R+1+r$. In particular, $B_{\kappa \bar{R} / 2}\left(z_{\bar{R}}\right) \cap$ $B_{\kappa R / 2}\left(z_{R}\right)=\varnothing$ if $\bar{R} \geq \frac{5}{\kappa} R$. Since in each of these balls we have

$$
\int_{B_{\kappa R / 2}\left(z_{R}\right)}|y|^{2 s-\gamma} \frac{d y}{|y|^{n+2 s}} \geq c R^{-\gamma}
$$

then by taking $\gamma$ and $r$ small enough we have

$$
\tilde{\mathcal{L}} w(0) \leq C \Lambda-c \lambda \int_{\bigcup_{R \in\left(1, \rho_{0} / r\right)} B_{\frac{\kappa_{2}^{2}}{}\left(z_{R}\right)}} \frac{d y}{|y|^{n+\gamma}} \leq-1
$$

Rescaling back to $\mathfrak{d}$, we deduce that

$$
\mathcal{L}\left(\mathfrak{d}^{2 s-\gamma}\right)\left(x_{\circ}\right)<-d^{-\gamma}
$$

Since this holds for any $x_{\circ} \in\{0<d<\rho\}$ and for every $\mathcal{L} \in \mathfrak{L}_{s}(\lambda, \Lambda)$, the lemma is proved.

We next want to construct supersolutions in Lipschitz (and more general) domains. For this, we need the following.
Lemma B.3.2. Let $s \in(0,1)$ and let $\mathcal{L} \in \mathfrak{L}_{s}(\lambda, \Lambda)$ - that is, of the form (3.1.5)-(3.1.6)-(3.1.7). Let $\Omega \subset \mathbb{R}^{n}$ be any open set satisfying

$$
\left|\overrightarrow{B_{r}(z)} \cap \Omega^{c}\right| \geq \mu\left|B_{r}\right| \quad \text { for all } \quad z \in \partial \Omega, \quad r>0
$$

for some $\mu>0$. Then,

$$
\mathcal{L} \chi_{\Omega} \geq c_{\circ} d^{-2 s} \quad \text { in } \quad \Omega
$$

for some $c_{\circ}>0$ depending only on $n, s, \lambda$, and $\mu$.
Proof. For any $x_{\circ} \in \Omega$ we have

$$
\mathcal{L} \chi_{\Omega}\left(x_{\circ}\right)=\int_{\mathbb{R}^{n}} \chi_{\Omega^{c}}\left(x_{\circ}+y\right) K(y) d y .
$$

By assumption on $\Omega$, it follows that

$$
\left|B_{r}\left(x_{\circ}\right) \cap \Omega^{c}\right| \geq \mu\left|B_{r}\right| \quad \text { for all } \quad x_{\circ} \in \Omega, \quad r \geq 2 d\left(x_{\circ}\right) .
$$

Thus, denoting $r_{\circ}=2 d\left(x_{\circ}\right)$, we have

$$
\mathcal{L} \chi_{\Omega}\left(x_{\circ}\right) \geq \lambda \int_{\mathbb{R}^{n} \backslash B_{r_{0}}} \chi_{\Omega^{c}}\left(x_{\circ}+y\right) \frac{d y}{|y|^{n+2 s}} \geq \frac{c \mu \lambda}{r_{\circ}^{2 s}},
$$

and the result follows.
Using the previous lemma, we can now establish the following.
Lemma B.3.3. Let $s \in(0,1)$ and let $\mathcal{L} \in \mathfrak{L}_{s}(\lambda, \Lambda)$ - that is, of the form (3.1.5)-(3.1.6)-(3.1.7). Let $\Omega \subset \mathbb{R}^{n}$ be any open set satisfying
(B.3.1) for all $r>0, \quad z \in \partial \Omega, \quad$ there is a ball $B_{\kappa r}\left(x_{r, z}\right) \subset \Omega^{c} \cap B_{r}(z)$, for some $\kappa>0$. Then, there exist $c_{1}, \varepsilon_{0}>0$ depending only on $n$, $s, \lambda, \Lambda$, and $\kappa$ such that

$$
\mathcal{L}\left(\mathfrak{d}^{\varepsilon}\right) \geq c_{1} d^{\varepsilon-2 s} \quad \text { in } \quad \Omega
$$

for all $\varepsilon<\varepsilon_{0}$.
Proof. Let $x_{\circ} \in \Omega$ and $2 r_{\circ}=d\left(x_{\circ}\right)$. Since $\left|D^{2} \mathfrak{d}\right| \leq C d^{-1}$ in $\Omega$ and $\mathfrak{d} \asymp d$, a direct computation shows that

$$
\left\|\mathfrak{d}^{\varepsilon}-\mathfrak{d}^{\varepsilon}\left(x_{\circ}\right) \chi_{\Omega}\right\|_{C^{2}\left(B_{r_{0}}\right)} \leq C \varepsilon r_{\circ}^{\varepsilon-2} .
$$

Thus, we find

$$
\left|\mathcal{L}\left(\mathfrak{d}^{\varepsilon}-\mathfrak{d}^{\varepsilon}\left(x_{\circ}\right) \chi_{\Omega}\right)\left(x_{\circ}\right)\right| \leq C \varepsilon r_{\circ}^{\varepsilon-2 s}+\Lambda \int_{\mathbb{R}^{n} \backslash B_{r_{\circ}}}\left|\mathfrak{d}^{\varepsilon}-\mathfrak{d}^{\varepsilon}\left(x_{\circ}\right) \chi_{\Omega}\right| \frac{d x}{\left|x-x_{\circ}\right|^{n+2 s}} .
$$

In order to bound the last integral, let us fix $\eta, \gamma>0$ small, and $M>1$ large, to be chosen later, and define the following subsets of $\Omega \backslash B_{r_{\circ}}\left(x_{\circ}\right)$,

$$
\begin{aligned}
A_{\circ} & :=\left\{(1-\eta) \mathfrak{d}^{\varepsilon}\left(x_{\circ}\right)<\mathfrak{d}^{\varepsilon}<(1+\eta) \mathfrak{d}^{\varepsilon}\left(x_{\circ}\right)\right\} \backslash B_{r_{\circ}}\left(x_{\circ}\right), \\
D_{\circ} & :=\left\{0<\mathfrak{d}^{\varepsilon}<(1-\eta) \mathfrak{d}^{\varepsilon}\left(x_{\circ}\right)\right\} \subset\left\{0<\mathfrak{d}<\gamma r_{\circ}\right\}, \\
& E_{\circ}:=\left\{\mathfrak{d}^{\varepsilon}>(1+\eta) \mathfrak{d}^{\varepsilon}\left(x_{\circ}\right)\right\} \subset \Omega \backslash B_{M r_{\circ}}\left(x_{\circ}\right),
\end{aligned}
$$

where the inclusions hold provided that $\varepsilon>0$ is small enough (depending only on $\eta, \gamma$, and $M)$. In particular, in the last inclusion we are using that if $x \in E_{0}$, then

$$
c(1+\eta)^{\varepsilon} r_{\circ}<\mathfrak{d}(x) \leq C d(x) \leq C\left(\left|x-x_{\circ}\right|+r_{\circ}\right),
$$

by the triangle inequality, so that taking $\varepsilon>0$ small enough (depending on $\eta$ and $M)$ we can make sure that $E_{\circ} \subset \Omega \backslash B_{M r_{\circ}}\left(x_{\circ}\right)$.

Thus, we have

$$
\int_{A_{\circ}} \frac{\left|\mathfrak{d}^{\varepsilon}-\mathfrak{d}^{\varepsilon}\left(x_{\circ}\right) \chi_{\Omega}\right|}{\left|x-x_{\circ}\right|^{n+2 s}} d x \leq \int_{\Omega \backslash B_{r_{\circ}}\left(x_{\circ}\right)} C \eta r_{\circ}^{\varepsilon} \frac{d x}{\left|x-x_{\circ}\right|^{n+2 s}} \leq C \eta r_{\circ}^{\varepsilon-2 s},
$$

and

$$
\int_{E_{\circ}} \frac{\left|\mathfrak{d}^{\varepsilon}-\mathfrak{d}^{\varepsilon}\left(x_{\circ}\right) \chi_{\Omega}\right|}{\left|x-x_{\circ}\right|^{n+2 s}} d x \leq \int_{\Omega \backslash B_{M r_{\circ}}\left(x_{\circ}\right)} \mathfrak{d}^{\varepsilon}(x) \frac{d x}{\left|x-x_{\circ}\right|^{n+2 s}} \leq C\left(M r_{\circ}\right)^{\varepsilon-2 s} .
$$

It only remains to bound the integral over $D_{\circ}$. For this, we use the assumption (B.3.1) on $\Omega$, which by Lemma B.3.5 implies that

$$
\left|\{0<\mathfrak{d}<\gamma \rho\} \cap B_{\rho}\left(x_{\circ}\right)\right| \leq C \gamma^{\theta} \rho^{n}
$$

for all $\rho \geq r_{\circ}$, for some $\theta, C>0$ depending only on $\kappa$.
Using this, and the layer cake representation

$$
\begin{aligned}
\int_{U} \frac{d x}{\left|x-x_{\circ}\right|^{n+2 s}} & =\int_{0}^{\infty}\left|U \cap\left\{\left|x-x_{\circ}\right|^{-n-2 s}>t\right\}\right| d t \\
& =(n+2 s) \int_{0}^{\infty}\left|U \cap B_{\rho}\left(x_{\circ}\right)\right| \frac{d \rho}{\rho^{n+2 s+1}}
\end{aligned}
$$

we find

$$
\begin{aligned}
\int_{D_{\circ}} \frac{\left|\mathfrak{d}^{\varepsilon}-\mathfrak{d}^{\varepsilon}\left(x_{\circ}\right) \chi_{\Omega}\right|}{\left|x-x_{\circ}\right|^{n+2 s}} d x & \leq \int_{\left\{0<\mathfrak{d}<\gamma r_{\circ}\right\}} C r_{\circ}^{\varepsilon} \frac{d x}{\left|x-x_{\circ}\right|^{n+2 s}} \\
& =C r_{\circ}^{\varepsilon} \int_{r_{\circ}}^{\infty}\left|\left\{0<\mathfrak{d}<\gamma r_{\circ}\right\} \cap B_{\rho}\left(x_{\circ}\right)\right| \frac{d \rho}{\rho^{n+2 s+1}} \\
& \leq C r_{\circ}^{\varepsilon} \int_{r_{\circ}}^{\infty} \gamma^{\theta} \rho^{n} \frac{d \rho}{\rho^{n+2 s+1}} \\
& =C \gamma^{\theta} r_{\circ}^{\varepsilon-2 s} .
\end{aligned}
$$

Combining all the previous inequalities, we obtain

$$
\left|\mathcal{L}\left(\mathfrak{d}^{\varepsilon}-\mathfrak{d}^{\varepsilon}\left(x_{\circ}\right) \chi_{\Omega}\right)\left(x_{\circ}\right)\right| \leq C\left(\varepsilon+\eta+M^{\varepsilon-2 s}+\gamma^{\theta}\right) r_{\circ}^{\varepsilon-2 s}
$$

where can still choose $\varepsilon, \eta$, and $\gamma$ as small as we want, and $M$ as large as needed.

On the other hand, since $2 r_{\circ}=d\left(x_{\circ}\right)$, by Lemma B.3.2 we have

$$
\mathcal{L}\left(\mathfrak{d}^{\varepsilon}\left(x_{\circ}\right) \chi_{\Omega}\right)\left(x_{\circ}\right)>c_{\circ} r_{\circ}^{\varepsilon-2 s},
$$

for some $c_{\circ}>0$. Therefore, taking

$$
\varepsilon+\eta+M^{\varepsilon-2 s}+\gamma^{\theta} \leq \frac{1}{2} c_{\circ},
$$

the result follows.

The following singular supersolution will also be useful. Notice that this result is purely nonlocal, and that it is false for $s=1$.

Lemma B.3.4. Let $s \in(0,1)$ and let $\mathcal{L} \in \mathfrak{L}_{s}(\lambda, \Lambda)$ - that is, of the form (3.1.5)-(3.1.6)-(3.1.7). Let $\Omega \subset \mathbb{R}^{n}$ be any open set satisfying (B.3.1) for some $\kappa>0$. Then, there exist $c_{1}, \varepsilon_{0}>0$ depending only on $n, s, \lambda, \Lambda$, and $\kappa$ such that

$$
\mathcal{L}\left(\mathfrak{d}^{-\varepsilon} \chi_{\Omega}\right) \geq c_{1} d^{-\varepsilon-2 s} \quad \text { in } \quad \Omega
$$

for all $\varepsilon<\varepsilon_{0}$.
Proof. The proof is analogous to that of Lemma B.3.3. Indeed, let $x_{\circ} \in \Omega$ and $2 r_{\circ}=d\left(x_{\circ}\right)$. Exactly as before, we have

$$
\left\|\mathfrak{d}^{-\varepsilon}-\mathfrak{d}^{-\varepsilon}\left(x_{\circ}\right)\right\|_{C^{2}\left(B_{r_{\circ}}\right)} \leq C \varepsilon r_{\circ}^{-\varepsilon-2}
$$

and

$$
\begin{aligned}
& \left|\mathcal{L}\left(\mathfrak{d}^{-\varepsilon} \chi_{\Omega}-\mathfrak{d}^{-\varepsilon}\left(x_{\circ}\right) \chi_{\Omega}\right)\left(x_{\circ}\right)\right| \leq C \varepsilon r_{\circ}^{-\varepsilon-2 s} \\
& \quad+\Lambda \int_{\mathbb{R}^{n} \backslash B_{r_{\circ}}}\left|\mathfrak{d}^{-\varepsilon} \chi_{\Omega}-\mathfrak{d}^{-\varepsilon}\left(x_{\circ}\right) \chi_{\Omega}\right| \frac{d x}{\left|x-x_{\circ}\right|^{n+2 s}} .
\end{aligned}
$$

We fix $\eta, \gamma>0$ small, and $M>1$ large, to be chosen later, and define

$$
\begin{gathered}
\tilde{A}_{\circ}:=\left\{(1-\eta) \mathfrak{d}^{-\varepsilon}\left(x_{\circ}\right)<\mathfrak{d}^{-\varepsilon}<(1+\eta) \mathfrak{d}^{-\varepsilon}\left(x_{\circ}\right)\right\} \backslash B_{r_{\circ}}\left(x_{\circ}\right), \\
\tilde{D}_{\circ}:=\left\{0<\mathfrak{d}^{-\varepsilon}<(1-\eta) \mathfrak{d}^{-\varepsilon}\left(x_{\circ}\right)\right\} \subset \Omega \backslash B_{M r_{\circ}}\left(x_{\circ}\right), \\
\tilde{E}_{\circ}:=\left\{\mathfrak{d}^{-\varepsilon}>(1+\eta) \mathfrak{d}^{-\varepsilon}\left(x_{\circ}\right)\right\} \subset\left\{\mathfrak{d}<\gamma r_{\circ}\right\},
\end{gathered}
$$

where the inclusions hold provided that $\varepsilon>0$ is small enough (depending only on $\eta, \gamma$, and $M$, and using the triangle inequality for $\tilde{D}_{\circ}$ ).

Thus, we have

$$
\int_{\tilde{A}_{\circ}} \frac{\left|\mathfrak{d}^{-\varepsilon}-\mathfrak{d}^{-\varepsilon}\left(x_{\circ}\right) \chi_{\Omega}\right|}{\left|x-x_{\circ}\right|^{n+2 s}} d x \leq \int_{\Omega \backslash B_{r_{0}}\left(x_{\circ}\right)} \frac{C \eta r_{\circ}^{-\varepsilon} d x}{\left|x-x_{\circ}\right|^{n+2 s}} \leq C \eta r_{\circ}^{-\varepsilon-2 s},
$$

and

$$
\int_{\tilde{D}_{\circ}} \frac{\left|\mathfrak{d}^{-\varepsilon}-\mathfrak{d}^{-\varepsilon}\left(x_{\circ}\right) \chi_{\Omega}\right|}{\left|x-x_{\circ}\right|^{n+2 s}} d x \leq \int_{\Omega \backslash B_{M r_{\circ}}\left(x_{\circ}\right)} \frac{\mathfrak{d}^{-\varepsilon}\left(x_{\circ}\right) d x}{\left|x-x_{\circ}\right|^{n+2 s}} \leq C\left(M r_{\circ}\right)^{-\varepsilon-2 s} .
$$

To bound the integral over $\tilde{E}_{\text {o }}$ we use that

$$
\frac{1}{\left|x-x_{\circ}\right|^{n+2 s}}=(n+2 s) \int_{0}^{\infty} \chi_{B_{\rho}\left(x_{\circ}\right)}(x) \frac{d \rho}{\rho^{n+2 s+1}}
$$

and

$$
\int_{\tilde{U}} \mathfrak{d}^{-\varepsilon}(x) d x=\int_{0}^{\infty}\left|\tilde{U} \cap\left\{\mathfrak{d}^{-\varepsilon}>t\right\}\right| d t=\varepsilon \int_{0}^{\infty}|\tilde{U} \cap\{\mathfrak{d}<r\}| \frac{d r}{r^{\varepsilon+1}}
$$

to get

$$
\begin{aligned}
& \int_{U} \mathfrak{d}^{-\varepsilon}(x) \frac{d x}{\left|x-x_{\circ}\right|^{n+2 s}}=(n+2 s) \int_{0}^{\infty} \int_{U \cap B_{\rho}\left(x_{\circ}\right)} \mathfrak{d}^{-\varepsilon}(x) d x \frac{d \rho}{\rho^{n+2 s+1}} \\
& \quad=\varepsilon(n+2 s) \int_{0}^{\infty} \int_{0}^{\infty}\left|U \cap B_{\rho}\left(x_{\circ}\right) \cap\{\mathfrak{d}<r\}\right| \frac{d r}{r^{\varepsilon+1}} \frac{d \rho}{\rho^{n+2 s+1}} .
\end{aligned}
$$

Hence, we find

$$
\begin{aligned}
& \int_{\tilde{E}_{\circ}}\left|\mathfrak{d}^{-\varepsilon}-\mathfrak{d}^{-\varepsilon}\left(x_{\circ}\right) \chi_{\Omega}\right| \frac{d x}{\left|x-x_{\circ}\right|^{n+2 s}} \leq \int_{\left\{0<\mathfrak{d}<\gamma r_{\circ}\right\}} \mathfrak{d}^{-\varepsilon}(x) \frac{d x}{\left|x-x_{\circ}\right|^{n+2 s}} \\
&=C \varepsilon \int_{r_{\circ}}^{\infty} \int_{0}^{\infty}\left|\left\{0<\mathfrak{d}<\min \left\{r, \gamma r_{\circ}\right\}\right\} \cap B_{\rho}\left(x_{\circ}\right)\right| \frac{d r}{r^{\varepsilon+1}} \frac{d \rho}{\rho^{n+2 s+1}}
\end{aligned}
$$

Now, by Lemma B.3.5, we have that (since $\rho \geq r_{0}$ )

$$
\left|\{0<\mathfrak{d}<r\} \cap B_{\rho}\left(x_{\circ}\right)\right| \leq C(r / \rho)^{\theta} \rho^{n}=C r^{\theta} \rho^{n-\theta} \quad \text { for all } \quad r \in(0, \rho),
$$

and thus

$$
\begin{aligned}
& \int_{\tilde{E}_{\circ}}\left|\mathfrak{d}^{-\varepsilon}-\mathfrak{d}^{-\varepsilon}\left(x_{\circ}\right) \chi_{\Omega}\right| \frac{d x}{\left|x-x_{\circ}\right|^{n+2 s}} \leq \\
& \leq C \varepsilon \int_{r_{\circ}}^{\infty} \int_{0}^{\infty} \min \left\{r^{\theta},\left(\gamma r_{\circ}\right)^{\theta}\right\} \rho^{n-\theta} \frac{d r}{r^{\varepsilon+1}} \frac{d \rho}{\rho^{n+2 s+1}} \\
&=C\left(\gamma r_{\circ}\right)^{\theta-\varepsilon} r_{\circ}^{-\theta-2 s} \\
&=C \gamma^{\theta-\varepsilon} r_{\circ}^{-\varepsilon-2 s}
\end{aligned}
$$

provided that $\varepsilon<\theta$.
Combining all the previous inequalities, we find

$$
\left|\mathcal{L}\left(\mathfrak{d}^{-\varepsilon}-\mathfrak{d}^{-\varepsilon}\left(x_{\circ}\right) \chi_{\Omega}\right)\left(x_{\circ}\right)\right| \leq C\left(\varepsilon+\eta+M^{-\varepsilon-2 s}+\gamma^{\theta-\varepsilon}\right) r_{\circ}^{-\varepsilon-2 s},
$$

where can still choose $\varepsilon, \eta, \gamma$ as small as we want, and $M$ as large as needed.
On the other hand, since $2 r_{\circ}=d\left(x_{\circ}\right)$, by Lemma B.3.2 we have

$$
\mathcal{L}\left(\mathfrak{d}^{-\varepsilon}\left(x_{\circ}\right) \chi_{\Omega}\right)\left(x_{\circ}\right)>c_{\circ} r_{\circ}^{-\varepsilon-2 s}
$$

for some $c_{\circ}>0$. Therefore, taking $\varepsilon, \eta, \gamma$ small enough, and $M$ large enough, the result follows.

Finally, we show the GMT lemma that we used before.
Lemma B.3.5. Let $\Omega \subset \mathbb{R}^{n}$ be any open set satisfying (B.3.1) for some $\kappa>0$, and let $d(x):=\operatorname{dist}\left(x, \Omega^{c}\right)$. Then, there exist $\theta, C>0$ depending only on $n$ and $\kappa$ such that

$$
\left|\{0<d<r \rho\} \cap B_{\rho}(z)\right| \leq C r^{\theta}\left|B_{\rho}\right|
$$

for all $z \in \partial \Omega$ and all $r \in(0,1), \rho>0$.

This result follows from classical results on Geometric Measure Theory; see Remark B.3.6 below. Still, for convenience of the reader, we provide a simple proof here. This proof is due to Riccardo Tione.

Proof. The result is invariant under rescalings, so it suffices to prove it for $\rho=1$ and $z=0$. Indeed, up to considering the domain $\frac{1}{\rho}(\Omega-z)$, it suffices to show that

$$
\left|\{0<d<r\} \cap B_{1}\right| \leq C r^{\theta}
$$

for some $\theta, C>0$ depending only on $n$ and $\kappa$.
For this, we define for any $R>0$,

$$
D_{R}:=\left\{x \in \mathbb{R}^{n}: \operatorname{dist}(x, \partial \Omega) \leq R\right\}
$$

Let $r \in\left(0, \frac{1}{2}\right)$, and consider

$$
\mathcal{E}:=\left\{B_{r}(x): x \in \partial \Omega \cap B_{1+r}\right\} .
$$

The balls in $\mathcal{E}$ form a covering of the compact set $D_{\kappa r / 2} \cap \overline{B_{1}}$, and hence we can extract a finite subcovering, say $B_{r}\left(x_{1}\right), \ldots, B_{r}\left(x_{N}\right)$. Thanks to Vitali's covering lemma, [89, we can take a subcollection of these balls, which we denote $B_{r}\left(z_{1}\right), \ldots, B_{r}\left(z_{m}\right)$, that are pairwise disjoint and satisfy

$$
D_{\kappa r / 2} \cap \overline{B_{1}} \subset \bigcup_{i=1}^{m} B_{3 r}\left(z_{i}\right)
$$

Now, for each $i=1, \ldots, m$, we have the following dichotomy: either

$$
\begin{equation*}
B_{r}\left(z_{i}\right) \subset B_{1}, \tag{B.3.2}
\end{equation*}
$$

or

$$
\begin{equation*}
B_{r}\left(z_{i}\right) \subset B_{1+2 r} \backslash B_{1-2 r} . \tag{B.3.3}
\end{equation*}
$$

In case (B.3.2) holds, by assumption on $\Omega$ there is a point $y_{i}$ such that

$$
B_{\kappa r}\left(y_{i}\right) \subset \Omega^{c} \cap B_{r}\left(z_{i}\right)
$$

Observe that $B_{\kappa r}\left(y_{i}\right)$ are pairwise disjoint, since $B_{r}\left(z_{i}\right)$ are. Moreover, they have the following property

$$
\begin{equation*}
B_{\kappa r / 2}\left(y_{i}\right) \subset\left(D_{r} \backslash D_{\kappa r / 2}\right) \cap B_{1} \tag{B.3.4}
\end{equation*}
$$

Indeed, since $z_{i} \in \partial \Omega$, we immediately have that $B_{\kappa r / 2}\left(y_{i}\right) \subset B_{r}\left(z_{i}\right) \subset$ $D_{r} \cap B_{1}$. Moreover,

$$
B_{\kappa r / 2}\left(y_{i}\right) \cap D_{\kappa r / 2}=\varnothing,
$$

since for any $p \in B_{\kappa r / 2}\left(y_{i}\right)$, we have $B_{\kappa r / 2}(p) \subset B_{\kappa r}\left(y_{i}\right) \subset \Omega^{c}$. That is, B.3.4 holds whenever (B.3.2) holds.

Combining the previous information, we have

$$
\left|D_{\kappa r / 2} \cap B_{1}\right| \leq 3^{n} \sum_{i=1}^{m}\left|B_{r}\left(z_{i}\right)\right| \leq 3^{n} \sum_{\text {B.3.2 holds }}\left|B_{r}\left(z_{i}\right)\right|+3^{n} \sum_{\text {B.3.3 holds }}\left|B_{r}\left(z_{i}\right)\right|,
$$

with

$$
\sum_{\text {B.3.2] holds }}\left|B_{r}\left(z_{i}\right)\right|=\frac{2^{n}}{\kappa^{n}} \sum_{\text {B.3.4) holds }}\left|B_{\kappa r / 2}\left(y_{i}\right)\right| \leq \frac{2^{n}}{\kappa^{n}}\left|\left(D_{r} \backslash D_{\kappa r / 2}\right) \cap B_{1}\right|
$$

and

$$
\sum_{(B .3 .3 \mathrm{holds}}\left|B_{r}\left(z_{i}\right)\right| \leq\left|B_{1+2 r} \backslash B_{1-2 r}\right| \leq C r .
$$

Notice that we used (twice) that the balls $B_{r}\left(z_{i}\right)$ are pairwise disjoint.
From the previous inequalities, we find

$$
\left|D_{\kappa r / 2} \cap B_{1}\right| \leq C\left|\left(D_{r} \backslash D_{\kappa r / 2}\right) \cap B_{1}\right|+C r,
$$

and thus

$$
\left|D_{\kappa r / 2} \cap B_{1}\right| \leq \vartheta\left|D_{r} \cap B_{1}\right|+r,
$$

with $\vartheta=\frac{C}{C+1} \in(0,1)$. Since this holds for every $r \in\left(0, \frac{1}{2}\right)$, a standard argument then shows that

$$
\left|D_{r} \cap B_{1}\right| \leq C r^{\theta}
$$

for some $\theta, C>0$, and we are done.
Remark B.3.6. The statement of Lemma B.3.5 is invariant under rescalings, and therefore it suffices to prove it in case $\rho=1$. If we denote $E:=\partial \Omega \cap B_{1}$, the assumption (B.3.1) on $\Omega$ implies that the set $E$ is $\kappa$ porous, in the sense that for any $z \in E$ and $r>0$ there exists a ball $B_{\kappa r}\left(x_{r, z}\right) \subset E^{c} \cap B_{r}(z)$. It is then well-known that this implies that the Minkowski dimension of $E$ is strictly less than $n$, with a uniform bound on the $(n-\theta)$-dimensional upper Minkowski content, i.e.,

$$
|\{0<d<r\} \cap E| \leq C r^{\theta}
$$

for some $\theta, C>0$ depending only on $n$ and $\kappa$; see 154, Proof of Theorem 2.1], and more precisely, the equation before (2.5) therein.

## B.4. Barriers for general elliptic operators

For general kernels in the class $\mathfrak{G}_{s}(\lambda, \Lambda)$, we need a stronger assumption on the domain $\Omega$ in order to build a supersolution. Indeed, the following result holds in $C^{1}$ domains, but it is false in general in Lipschitz domains.

Lemma B.4.1. Let $s \in(0,1)$, let $\mathcal{L} \in \mathfrak{G}_{s}(\lambda, \Lambda)$, and let $\Omega \subset \mathbb{R}^{n}$ be any bounded $C^{1}$ domain. Then,

$$
\mathcal{L} \chi_{\Omega} \geq c_{\circ} d^{-2 s} \quad \text { in } \quad \Omega
$$

for some $c_{\circ}>0$ depending only on $n, s, \lambda, \Lambda$, and $\Omega$.
Proof. Let us define, for any $\nu \in \mathbb{S}^{n-1}$ and any $\delta>0$, the cone

$$
\mathcal{C}_{\nu}^{\delta}:=\{x \cdot \nu \geq \delta|x|\} .
$$

Since $\Omega$ is a $C^{1}$ domain, it follows that for any $\delta>0$ there exists $\varrho_{\circ}>0$ small enough (depending only on $\delta$ and $\Omega$ ) so that for all $z \in \partial \Omega$

$$
\begin{equation*}
z+\mathcal{C}_{\nu}^{\delta} \cap B_{\varrho_{\circ}} \subset \Omega^{c}, \tag{B.4.1}
\end{equation*}
$$

where $\nu \in \mathbb{S}^{n-1}$ is the unit outward normal vector to $\partial \Omega$ at $z$. Let us fix

$$
\begin{equation*}
\delta=\frac{1}{8}\left(\frac{\lambda}{\Lambda}\right)^{\frac{1}{2}} \tag{B.4.2}
\end{equation*}
$$

and the corresponding $\varrho_{\circ}$ such that (B.4.1) holds at all $z \in \partial \Omega$ for this $\delta$ (so that $\varrho_{\circ}$ depends only on $\lambda, \Lambda$, and $\Omega$ ).

For any $x_{\circ} \in \Omega$, since $\Omega$ is bounded, from the ellipticity condition on $K$ we have that

$$
\mathcal{L} \chi_{\Omega}\left(x_{\circ}\right)=\int_{\mathbb{R}^{n}} \chi_{\Omega^{c}}\left(x_{\circ}+y\right) K(d y) \geq c_{\circ} \lambda>0,
$$

and so the result follows at points far from $\partial \Omega$. Let us now also see that the statement holds at points close to $\partial \Omega$. In particular, let us assume that $d\left(x_{\circ}\right)<\frac{\varrho_{\circ}}{2 M^{2}}$, for some $M>1$ to be chosen later.

For any $x_{\circ}$ close enough to $\partial \Omega$, we have

$$
\mathcal{L} \chi_{\Omega}\left(x_{\circ}\right) \geq \int_{\left(z-x_{\circ}\right)+\mathcal{C}_{\stackrel{\delta}{\delta} \cap B_{\varrho} \circ}} K(d y),
$$

where $z \in \partial \Omega$ is the closest point to $x_{\circ}$ on $\partial \Omega$. By denoting $\rho=M d\left(x_{\circ}\right)$ and rescaling the previous integral, we find

$$
\mathcal{L} \chi_{\Omega}\left(x_{\circ}\right) \geq \rho^{-2 s} \int_{\frac{z-x_{0}}{\rho}+\mathcal{C}_{\nu}^{\delta} \cap B_{\varrho_{0} / \rho}} K_{\rho}(d y),
$$

where $K_{\rho}(d y)=\rho^{2 s} K(\rho d y)$ satisfies the same ellipticity conditions as $K$. Since $\varrho_{\circ} / \rho>2 M$ and $\left|z-x_{\circ}\right|=d\left(x_{\circ}\right)=\rho / M$, this yields

$$
\mathcal{L} \chi_{\Omega}\left(x_{\circ}\right) \geq \rho^{-2 s} \int_{x_{\rho}+\mathcal{C}_{\nu}^{\delta} \cap B_{2 M}} K_{\rho}(d y),
$$

for some $x_{\rho} \in \partial B_{1 / M}$.

Now notice that, for $M>1$ large enough (depending only on $\delta$ and $n$, which in turn depend only on $\lambda, \Lambda$, and $n$ ), we will have

$$
x_{\rho}+\mathcal{C}_{\nu}^{\delta} \cap B_{2 M}\left(x_{\rho}\right) \supset \mathcal{C}_{\nu}^{2 \delta} \cap B_{M} \backslash B_{1},
$$

and hence

$$
\mathcal{L} \chi_{\Omega}\left(x_{\circ}\right) \geq \rho^{-2 s} \int_{\mathcal{C}_{\nu}^{2 \delta} \cap B_{M} \backslash B_{1}} K_{\rho}(d y) .
$$

On the other hand, by the ellipticity conditions 2.1.25)-2.1.26) on $K_{\rho}$, for any $\theta>0$ we have

$$
0<\lambda \leq \int_{B_{2} \backslash B_{1}}|y \cdot \nu|^{2} K_{\rho}(d y) \leq \theta^{2} \Lambda+4 \int_{\{|y \cdot \nu|>\theta\} \cap B_{2} \backslash B_{1}} K_{\rho}(d y),
$$

where we used that $|y \cdot \nu|^{2} \leq 4$. This yields (also using the symmetry of the kernel)

$$
\int_{\{y \cdot \nu>\theta\} \cap B_{2} \backslash B_{1}} K_{\rho}(d y)=\frac{1}{2} \int_{\{|y \cdot \nu|>\theta\} \cap B_{2} \backslash B_{1}} K_{\rho}(d y) \geq \frac{1}{8}\left(\lambda-\theta^{2} \Lambda\right)>0,
$$

if $\theta>0$ is small enough. Thanks to this, since $\mathcal{C}_{\nu}^{2 \delta} \cap B_{M} \backslash B_{1} \supset\{y \cdot \nu>$ $4 \delta\} \cap B_{2} \backslash B_{1}$, we deduce that

$$
\mathcal{L} \chi_{\Omega}\left(x_{\circ}\right) \geq \rho^{-2 s} \int_{\mathcal{C}_{\nu}^{2 \delta} \cap B_{M} \backslash B_{1}} K_{\rho}(d y) \geq \frac{\rho^{-2 s}}{8}\left(\lambda-16 \delta^{2} \Lambda\right)>\frac{\lambda}{16} \rho^{-2 s},
$$

thanks to the choice of $\delta,(\overline{\mathrm{B} .4 .2})$. Recalling that $\rho=M d\left(x_{\circ}\right)$, the result follows.

Using the previous lemma, we can now establish the following.
Lemma B.4.2. Let $s \in(0,1)$, let $\mathcal{L} \in \mathfrak{G}_{s}(\lambda, \Lambda)$, and let $\Omega \subset \mathbb{R}^{n}$ be any bounded $C^{1}$ domain. Then, there exist $c_{1}, \varepsilon_{0}>0$ depending only on $n, s, \lambda$, $\Lambda$, and $\Omega$ such that

$$
\mathcal{L}\left(\mathfrak{d}^{\varepsilon}\right) \geq c_{1} d^{\varepsilon-2 s} \quad \text { in } \quad \Omega
$$

for all $\varepsilon<\varepsilon_{0}$.
Proof. The proof is a modification of that of Lemma B.3.3. Let $x_{\circ} \in \Omega$ and $2 r_{\circ}=d\left(x_{\circ}\right)$. Then, we have

$$
\left\|\mathfrak{d}^{\varepsilon}-\mathfrak{d}^{\varepsilon}\left(x_{\circ}\right) \chi_{\Omega}\right\|_{C^{2}\left(B_{r_{0}}\right)} \leq C \varepsilon r_{\circ}^{\varepsilon-2}
$$

and

$$
\mathcal{L}\left(\mathfrak{d}^{\varepsilon}-\mathfrak{d}^{\varepsilon}\left(x_{\circ}\right) \chi_{\Omega}\right)\left(x_{\circ}\right) \geq-C \varepsilon r_{\circ}^{\varepsilon-2 s}-\int_{\mathbb{R}^{n} \backslash B_{r_{\circ}}}\left(\mathfrak{d}^{\varepsilon}-\mathfrak{d}^{\varepsilon}\left(x_{\circ}\right) \chi_{\Omega}\right) K\left(-x_{\circ}+d y\right) .
$$

For any $\eta>0$ small, and $M>1$ large, we define as in the proof of Lemma B.3.3

$$
A_{\circ}:=\left\{(1-\eta) \mathfrak{d}^{\varepsilon}\left(x_{\circ}\right)<\mathfrak{d}^{\varepsilon}<(1+\eta) \mathfrak{d}^{\varepsilon}\left(x_{\circ}\right)\right\} \backslash B_{r_{\circ}}\left(x_{\circ}\right),
$$

$$
\begin{aligned}
D_{\circ} & :=\left\{0<\mathfrak{d}^{\varepsilon}<(1-\eta) \mathfrak{d}^{\varepsilon}\left(x_{\circ}\right)\right\} \subset\left\{0<\mathfrak{d}<r_{\circ}\right\}, \\
& E_{\circ}
\end{aligned}:=\left\{\mathfrak{d}^{\varepsilon}>(1+\eta) \mathfrak{d}^{\varepsilon}\left(x_{\circ}\right)\right\} \subset \Omega \backslash B_{M r_{\circ}}\left(x_{\circ}\right), ~ \$
$$

where the inclusions hold provided that $\varepsilon>0$ is small enough (depending only on $\eta$, and $M$ ).

Thus, we have
$\int_{A_{\circ}}\left|\mathfrak{d}^{\varepsilon}-\mathfrak{d}^{\varepsilon}\left(x_{\circ}\right) \chi_{\Omega}\right| K\left(-x_{\circ}+d y\right) \leq \int_{\Omega \backslash B_{r_{\circ}}\left(x_{\circ}\right)} C \eta r_{\circ}^{\varepsilon} K\left(-x_{\circ}+d y\right) \leq C \eta r_{\circ}^{\varepsilon-2 s}$,
and
$\int_{E_{\circ}}\left|\mathfrak{d}^{\varepsilon}-\mathfrak{d}^{\varepsilon}\left(x_{\circ}\right) \chi_{\Omega}\right| K\left(-x_{\circ}+d y\right) \leq \int_{\Omega \backslash B_{M r_{\circ}}\left(x_{\circ}\right)} \mathfrak{d}^{\varepsilon}(x) K\left(-x_{\circ}+d y\right) \leq C\left(M r_{\circ}\right)^{\varepsilon-2 s}$.
To bound the integral over $D_{\circ}$, simply notice that $\chi_{\Omega}=1$ in $D_{\circ}$ and $\mathfrak{d} \leq$ $r_{\circ} \leq d\left(x_{\circ}\right) \leq \mathfrak{d}\left(x_{\circ}\right)$ in $D_{\circ}$ as well, so

$$
\int_{D_{\circ}}\left(\mathfrak{d}^{\varepsilon}-\mathfrak{d}^{\varepsilon}\left(x_{\circ}\right) \chi_{\Omega}\right) K\left(-x_{\circ}+d y\right) \leq 0 .
$$

Combining all the previous inequalities, we obtain

$$
\mathcal{L}\left(\mathfrak{d}^{\varepsilon}-\mathfrak{d}^{\varepsilon}\left(x_{\circ}\right) \chi_{\Omega}\right)\left(x_{\circ}\right) \geq-C\left(\varepsilon+\eta+M^{\varepsilon-2 s}\right) r_{\circ}^{\varepsilon-2 s},
$$

where can still choose $\varepsilon$ and $\eta$ as small as we want, and $M$ as large as needed.
On the other hand, since $2 r_{\circ}=d\left(x_{\circ}\right)$, by Lemma B.3.2 we have

$$
\mathcal{L}\left(\mathfrak{d}^{\varepsilon}\left(x_{\circ}\right) \chi_{\Omega}\right)\left(x_{\circ}\right)>c_{\circ} r_{\circ}^{\varepsilon-2 s},
$$

for some $c_{\circ}>0$. Therefore, taking

$$
\varepsilon+\eta+M^{\varepsilon-2 s} \leq \frac{1}{2} c_{\circ},
$$

the result follows.
Remark B.4.3. In Lemmas B.4.1 and B.4.2, we require the domain $\Omega$ to be $C^{1}$. Observe that, in fact, we only used that it is Lipschitz with a small Lipschitz constant (on a sufficiently small scale), which we fix in (B.4.2). Hence, the results in Lemmas B.4.1 and B.4.2 are also true in a Lipschitz domain with a universally small Lipschitz constant (depending only on $\lambda$, and $\Lambda$ ).

## Notation

Let us introduce some of the notation that is used throughout the book.

## Matrix notation.

$A=\left(a_{i j}\right)_{i j} \quad$ Matrix with $(i, j)^{\text {th }}$ entry denoted by $a_{i j}$.
Id Identity matrix.
$\operatorname{tr} A \quad$ Trace of the matrix $A$, i.e., $\operatorname{tr} A=a_{11}+\cdots+a_{n n}$.
$\operatorname{det} A \quad$ Determinant of the matrix $A$.
$A^{\top} \quad$ Transpose of the matrix $A$.

## Functional notation.

$u \quad$ Unless stated otherwise, $u$ denotes a function $u: \mathbb{R}^{n} \rightarrow \mathbb{R}$.
$u^{+}, u^{-}$Positive and negative part of a function, $u^{+}=\max \{u, 0\}, u^{-}=$ $\max \{-u, 0\}$.
Characteristic function of the set $E$, i.e., $\chi_{E}(x)=1$ for $x \in E$,
$\chi_{E} \quad$ and $\chi_{E}(x)=0$ for $x \notin E$.
$\operatorname{supp} u \quad$ Support of $u, \operatorname{supp} u=\overline{\{x: u(x) \neq 0\}}$.
$f_{A} \quad$ Average integral over the set $A$, i.e., $f_{A} f:=\frac{1}{|A|} \int_{A} f$.
$f \asymp g \quad \begin{aligned} & \text { Comparable functions: there exists } C>0 \text { ind } \\ & \text { such that } C^{-1} g \leq f \leq C g \text { in a given domain. }\end{aligned}$
Denotes a small $(c)$ or big $(C)$ constant, whose dependence is
$c$ or $C$ given by the context of the corresponding statement. Its value can change from line to line.

Differential notation. Let $u: U \rightarrow \mathbb{R}$ be a function.
$\partial_{i} u, \partial_{x_{i}} u, u_{x_{i}} \quad$ Partial derivative in the $i$-th coordinate direction, $\frac{\partial u}{\partial x_{i}}$.
$\partial_{e} u \quad$ Derivative in the $e \in \mathbb{S}^{n-1}$ direction.
$\nabla u, D u \quad$ Gradient, $\nabla u=\left(\partial_{1} u, \ldots, \partial_{n} u\right)$.
$\partial_{i j} u, \partial_{x_{i} x_{j}} u, u_{x_{i} x_{j}}$
$D^{2} u$
$D^{k} u$
Second partial derivatives in the directions $e_{i}$ and $e_{j}$,
${ }_{i j} u, \partial_{x_{i} x_{j}} u, u_{x_{i} x_{j}}$
$\frac{\partial^{2} u}{\partial x_{i} \partial x_{j}}$.
Hessian, $D^{2} u=\left(\partial_{i j} u\right)_{i j} \in \mathcal{M}_{n}$.
$\left|D^{k} u(x)\right| \quad$ Norm of $D^{k} u(x)$ (any equivalent norm).
$\left\|D^{k} u(x)\right\|_{\mathcal{F}} \quad$ Norm of $D^{k} u,\left\|\left|\left|D^{k} u\right| \|_{\mathcal{F}}\right.\right.$.
$\Delta u \quad$ Laplacian of $u, \Delta u=\partial_{11} u+\cdots+\partial_{n n} u$.

## Geometric and sets notation.

| $\mathbb{N}_{0}$ | $\mathbb{N} \cup\{0\}$. |
| :--- | :--- |
| $\mathbb{R}^{n}, \mathbb{S}^{n}$ | $n$-dimensional Euclidean space, $n$-sphere. |
| $e_{i} \in \mathbb{S}^{n-1}$ | $i^{\text {th }}$ element of the base, $e_{i}=(0, \ldots, 0, \stackrel{(i)}{1}, 0, \ldots 0)$. |
| $x \in \mathbb{R}^{n}$ | Typical point $x=\left(x_{1}, \ldots, x_{n}\right)$. |
| $\|x\|$ | Modulus of the point $x$, i.e., $\|x\|=\sqrt{x_{1}^{2}+\cdots+x_{n}^{2}}$. |
| $\|U\|$ | $n$-dimensional Lebesgue measure of a set $U \subset \mathbb{R}^{n}$. |
| $\mathbb{R}_{+}^{n}$ | $\left\{x=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}: x_{n}>0\right\}$. |
| $\dot{\circ}$ | Interior of the set $U \subset \mathbb{R}^{n}$. |
| $\partial U$ | Boundary of the set $U \subset \mathbb{R}^{n}$. |
| $U^{c}$ | Complement of the set $U \subset \mathbb{R}^{n}, U^{c}:=\mathbb{R}^{n} \backslash U$. |
| $V \subset \subset U$ | The set $V$ is compactly contained in $U$, that is $\bar{V} \subset U$. |
| $B_{r}(x)$ | Ball of radius $r$ centered at $x$, i.e., $B_{r}(x):=\left\{y \in \mathbb{R}^{n}:\|x-y\|<r\right\}$. |
| $x \cdot y$ | For $x, y \in \mathbb{R}^{n}$, their scalar product, $x \cdot y=x_{1} y_{1}+\cdots+x_{n} y_{n}$. |

Domains. We say that $\Omega \subset \mathbb{R}^{n}$ is a domain if it is an open connected set.
A domain $\Omega$ is said to be $C^{k, \alpha}$ (resp. $C^{k}$ ) if $\partial \Omega$ can be written locally as the graph of a $C^{k, \alpha}$ (resp. $C^{k}$ ) function.

Function spaces. Let $U \subset \mathbb{R}^{n}$ be an open set.
$C(U), C^{0}(U) \quad$ Space of continuous functions $u: U \rightarrow \mathbb{R}$.
$C(\bar{U}), C^{0}(\bar{U}) \quad \begin{aligned} & \text { Functions } u \in C(U) \text { that are continuous up to the bound- } \\ & \text { ary. }\end{aligned}$
$C^{k}(U), C^{k}(\bar{U}) \quad$ Space of functions $k$ times continuously differentiable
$C^{k, \alpha}(U) \quad H o ̈ l d e r ~ s p a c e s, ~ s e e ~ A p p e n d i x ~ A . ~$
$C^{\infty}(U), C^{\infty}(\bar{U}) \quad$ Set of functions in $C^{k}(U)$ or $C^{k}(\bar{U})$ for all $k \geq 1$.
$C_{c}(U), C_{c}^{k}(U) \quad$ Set of functions with compact support in $U$.
$C_{0}(U), C_{0}^{k}(U) \quad$ Set of functions with $u=0$ on $\partial U$.
$C_{\mathrm{loc}}^{k, \alpha}(U) \quad$ Set of functions in $C^{k, \alpha}(K)$ for any $K \subset \subset U$.
$L^{p}(U) \quad L^{p}$ space.
$L^{\infty}(U) \quad L^{\infty}$ space.
$L_{\mathrm{loc}}^{p}(U), L_{\mathrm{loc}}^{\infty}(U) \quad$ Set of functions in $L^{p}(K)\left(\right.$ resp. $\left.L^{\infty}(K)\right)$ for any $K \subset \subset U$. Essential supremum of $u$ in $\Omega$ : infimum of the essential upper bounds, $\operatorname{esssup}_{\Omega} u:=\inf \{b>0:|\{u>b\}|=0\}$.
$\operatorname{esssup}_{\Omega} u$
$W^{1, p}, W_{0}^{1, p} \quad$ Sobolev spaces.
$H^{1}, H_{0}^{1} \quad$ Sobolev spaces with $p=2$.
$W^{s, p}, W_{0}^{s, p} \quad$ Fractional Sobolev spaces.
$H^{s}, H_{0}^{s} \quad$ Fractional Sobolev spaces with $p=2$.
$\|\cdot\|_{\mathcal{F}} \quad \begin{aligned} & \text { Norm in the functional space } \mathcal{F} \in \\ & \text { fined when used for the first times. }\end{aligned}$

Measures. Given a measure $\mu(d x)$ in $\mathbb{R}^{n}$, and for a given $x \circ \in \mathbb{R}^{n}$, and $r \in \mathbb{R} \backslash\{0\}$, we denote by $\mu\left(x_{\circ}+r d x\right)$ the measure $\tilde{\mu}(d x)$ such that $\tilde{\mu}(B)=\mu\left(x_{\circ}+r B\right)$ for all Borel sets $B \subset \mathbb{R}^{n}$.

## Specific notation.

| $\sqrt{-\Delta}$ | The square root of the Laplacian, see (1.2.1) |
| :---: | :---: |
| $(-\Delta)^{s}$ | The fractional Laplacian, see 1.10.1). |
| $L_{\omega}^{1}(\cdot)$ and $\\|\cdot\\|_{L_{\omega}^{1}(\cdot)}$ | See Definition 1.2.1. |
| $L_{\omega_{s}}^{1}(\cdot)$ and $\\|\cdot\\|_{L_{\omega_{s}}^{1}(\cdot)}$ | See Definition 1.10.1. |
| $L_{\tau}^{\infty}(\cdot)$ and $\\|\cdot\\|_{L_{\tau}^{\infty}(\cdot)}$ | See Definition 2.2.3. |
| $\mathfrak{G}_{s}(\lambda, \Lambda)$ | General elliptic operators, see Definition 2.1.18. |
| $\mathfrak{G}_{s}^{\text {hom }}(\lambda, \Lambda)$ | General stable operators (i.e., operators in $\mathfrak{G}_{s}(\lambda, \Lambda)$ with homogeneous kernels), see Definition 2.1.21. |
| $\mathfrak{G}_{s}(\lambda, \Lambda ; \mu)$ | Regular general elliptic operators, see Definition 2.1.22. |
| $[K]_{\mu}$ and $[\mathcal{L}]_{\mu}$ | See (2.1.33)-(2.1.34). |
| $\mathfrak{L}_{s}(\lambda, \Lambda)$ | Operators with kernels comparable to the fractional Laplacian, 3.1.5)-(3.1.6)-(3.1.7), see Definition 3.1.7. |
| $\mathfrak{L}_{s}^{\text {hom }}(\lambda, \Lambda)$ | Operators in $\mathfrak{L}_{s}(\lambda, \Lambda)$ with homogeneous kernels, see Definition 4.2.1. |
| $\mathfrak{L}_{s}(\lambda, \Lambda ; \mu)$ | Regular operators in $\mathfrak{L}_{s}(\lambda, \Lambda)$, see Definition 3.1.7. |
| $[K]_{C^{\mu}}$ and $[\mathcal{L}]_{C^{\mu}}$ | See Definition 3.1.7. |
| $\mathfrak{I}_{s}(\lambda, \Lambda)$ | Fully nonlinear integro-differential operators, see Definition 3.1.9. |
| $\mathfrak{I}_{s}(\lambda, \Lambda ; \mu)$ | Regular fully nonlinear operators in $\mathfrak{I}_{s}(\lambda, \Lambda)$, see Definition 3.1.9. |
| $[\mathcal{I}]_{C^{\mu}}$ | See Definition 3.1.9. |
| $\langle\cdot, \cdot\rangle_{K}$ and $\langle\cdot, \cdot\rangle_{K ; \Omega}$ | See 2.2.15 ) and 2.2.19. |
| $d_{\Omega}(x)=d(x)$ | See (2.6.1. |
| $\mathfrak{d}_{\Omega}(x)=\mathfrak{d}(x)$ | Regularized distance, see Definition 2.7.5. |
| $C^{k, \alpha}$-radius | See Definition 2.6.3. |
| $C^{0,1}$-radius | See Definition A.1.3 |
| $\mathcal{M}^{ \pm}$ | Extremal operators in the class $\mathfrak{L}$, see (3.1.3). |
| $\mathcal{M}_{\mathfrak{L}_{s}(\lambda, \Lambda)}^{ \pm}$ | Extremal operators in the class $\mathfrak{L}_{s}(\lambda, \Lambda)$, see (3.1.10)(3.1.11). |
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[^0]:    ${ }^{1}$ Integrability at infinity is not a problem at this point, we can assume $u$ to be compactly supported.

[^1]:    ${ }^{2}$ We refer to [27] for a direct proof of Proposition 1.6.3] not based on Kelvin transforms nor the Poisson kernel of the half-space.

[^2]:    ${ }^{3}$ Alternatively, a function that satisfies $\sqrt{-\Delta} u=f$ in $B_{1}$, as seen in the extension, corresponds to a harmonic function $\tilde{u}$ in $\mathbb{R}_{+}^{n+1}$ such that $\partial_{x_{n+1}} \tilde{u}=f$ on $\left\{x_{n+1}=0\right\}$. Hence, we expect $\tilde{u}$ (and, therefore, $u$ ) to have one more "derivative" of regularity than $f$.

[^3]:    ${ }^{4}$ This is the unique harmonic extension given by the Poisson kernel, because it is sublinear at infinity. A priori, if we just required harmonicity of the extension we could have subtracted $\lambda y$ for any $\lambda \in \mathbb{R}$, but only $\lambda=1$ gives the sublinear growth at infinity.

[^4]:    ${ }^{1}$ We define it with a minus sign in front for future convenience.
    ${ }^{2}$ General operators of the form 2.1 .10 are called pseudodifferential operators ( $\psi \mathrm{do}$ ), we refer to 135 or 125 for a nice introduction.

[^5]:    ${ }^{3}$ When $A>0$, the corresponding operators are of second order with lower-order nonlocal terms. We refer to $\mathbf{1 1 5}$ for a study of such operators.

[^6]:    ${ }^{4}$ Recall from the definition of Lévy process, Definition 2.1.1 that we do not necessarily have continuous paths, so in the first hitting time it is not necessarily true that $x+X_{\tau_{x}} \in \partial \Omega$. Still, we are working with càdlàg modifications of the underlying processes, and hence $\tau_{x}$ is a stopping time.

[^7]:    ${ }^{5}$ In the local case, when $\alpha=2$ this is typically required in the form $A \geq \tilde{\lambda}$ Id for some $\tilde{\lambda}>0$, or alternatively,

    $$
    \inf _{e \in \mathrm{Sn}^{n-1}} e \cdot A e \geq \tilde{\lambda}>0 .
    $$

[^8]:    ${ }^{6}$ A measure $\mu$ is rotationally invariant if $\mu(B)=\mu(O B)$ for any orthogonal transformation $O \in \mathcal{O}(n)$ and for any Borel set $B \subset \mathbb{R}^{n}$.

[^9]:    ${ }^{7}$ This can be seen either through the properties of the Fourier transform, or by means of the equivalent ellipticity conditions 2.1.25-2.1.26.

[^10]:    ${ }^{8}$ Observe that, in this case, given $\rho \in \mathbb{R} \backslash\{0\}$, we have $K(\rho d y)=|\rho|^{n} K(\rho y) d y$.

[^11]:    ${ }^{9}$ Notice, though, that there are purely singular measures for which $[K]_{\alpha}$ is finite.

[^12]:    ${ }^{10}$ Observe that we can use it, since $\mathcal{L} v \in L^{1}\left(\mathbb{R}^{n}\right) \cap L^{\infty}\left(\mathbb{R}^{n}\right)$ by Lemma 2.2.11 and hence $\mathcal{L} v \in L^{2}\left(\mathbb{R}^{n}\right)$

[^13]:    ${ }^{11}$ We note that the first term in 2.2 .26 is the analogue of the Dirichlet energy, $\frac{1}{2} \int|\nabla u|^{2}$, in the local case $s=1$ with $\mathcal{L}=-\Delta$. The constant $1 / 4$ appears here because the integration by parts in Lemma 2.2.16 holds for the scalar product 2.2.15, which has a constant $1 / 2$ in front.

[^14]:    ${ }^{12}$ If $K$ is a measure, one can define first the locally finite measure $\mu(d y)=\min \left\{1,|y|^{2}\right\} K(d y)$ (since 2.1.28 holds), and then prove instead that

    $$
    u(x) \frac{2 v(x)-v(x+y)-v(x-y)}{\min \left\{1,|y|^{2}\right\}} \in L^{1}\left(\mathbb{R}^{n} \times \mathbb{R}^{n} ; d x \otimes \mu(d y)\right) .
    $$

[^15]:    ${ }^{13}$ When $K>0$ in $\mathbb{R}^{n}$, such argument already yields a strong maximum principle, since one has $\mathcal{L} u\left(x_{\circ}\right)>0$ unless $u$ is constant. However, for $\mathcal{L} \in \mathfrak{G}_{s}(\lambda, \Lambda)$, the strong maximum principle turns out to be more delicate, see subsection 2.4.6

[^16]:    ${ }^{14}$ We are using here that if $u_{r}(x):=u(r x)$ then $\left\|u_{r}\right\|_{L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)} \leq\|u\|_{L_{2 s-\varepsilon}^{\infty}\left(\mathbb{R}^{n}\right)}$ for $r<1$, and that if $\mathcal{L} u=f$, then there exists some $\mathcal{L}_{r} \in \mathfrak{G}_{s}(\lambda, \Lambda)$ such that $\mathcal{L}_{r} u_{r}(x)=r^{2 s} f(r x)$ (see Remark 2.1.19, so that the same estimate applies.

[^17]:    ${ }^{15}$ See also $\mathbf{1 5 9}, \mathbf{1 6 0}$ for regularity results in $L^{p}$ spaces.

[^18]:    ${ }^{1}$ Notice that, if we wanted to maximize the payoff, we could simply consider $-g$ instead of $g$.

[^19]:    $2^{2}$ Namely, two players with conflicting interests govern the evolution of the particle by choosing from different sets of indices.

[^20]:    ${ }^{3}$ We apply Proposition 3.2 .17 to the operator $\mathcal{I}_{g}(u, x)=\mathcal{I}(u, x)-g$ (and $\mathcal{I}_{f}(u, x)=\mathcal{I}(u, x)-$ $f$ ), where we are considering the new $c_{a b}^{\prime}(x)=c_{a b}(x)-f(x)$, that are still equicontinuous in $\bar{D}$.

[^21]:    ${ }^{4}$ This is satisfied, for example, by any test function $\eta \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$ such that $0 \leq \eta \leq M$ and $\eta \equiv M$ in $D$, if $M$ is large enough.

[^22]:    ${ }^{5}$ More precisely, the term on the left-hand side of the estimate in Theorem 3.3.1 is a global $L_{\omega_{s}}^{1}$ norm of the solution, while in the local case this would be a local $L^{1}$ norm in $B_{1 / 2}$. Of course, this comes at a price, which is that the constant $C$ blows-up as $s \uparrow 1$.

[^23]:    ${ }^{6}$ The $\inf \sup$ of $C^{\mu}$ functions is $C^{\mu}$, whenever $\mu<1$. If $\mu \geq 1$, then it is at most Lipschitz $\left(C^{0,1}\right)$. This is why this proof does not obtain higher regularity even if $\theta \gg 1$.

[^24]:    ${ }^{7}$ Actually, $\omega(r)=C r^{\delta}+\sigma(r)$.

[^25]:    ${ }^{8}$ If $f \not \equiv 0$, we would have now $\mathcal{I}_{\varepsilon}(v, x)-\left(f * \varphi_{\varepsilon}\right)(x)$ as a regularized version of $\mathcal{I}(v, x)-f(x)$, since $\sum_{i, j} M_{i j}=1$.

[^26]:    ${ }^{9}$ It is important to notice that $\mathcal{S}$ depends only on $n, s, \alpha$, and $\Lambda$. This is what gives the dependence of the constant $C_{\delta}$.

[^27]:    ${ }^{1}$ We use $v(x) \leq v_{h}(x)$ and $v(x+h) \leq v_{-h}(x+h)=v(x)+\sigma(|h|)$.

[^28]:    ${ }^{2}$ This is because, since $\mathcal{L} u=f$ in $\{u>0\}$ and $\mathcal{L} u \geq f$ everywhere, we have $\mathcal{L}((u(x+h)-$ $u(x)) \geq f(x+h)-f(x)$ in $\{u>0\}$.

[^29]:    ${ }^{3}$ The set $\Omega=\left\{u_{\circ}>0\right\}$ is the complement of a convex set, and in particular it satisfies the hypothesis of Theorem 4.4.5

[^30]:    ${ }^{4}$ It is interesting to notice that this result fails when $s=1$, i.e., in case $\mathcal{L}=-\Delta$.

[^31]:    ${ }^{5}$ Choose $\varepsilon, R_{\circ}$, and $\eta$ from Proposition 4.4.15 which can then be applied by taking $\eta>0$ smaller if necessary thanks to Proposition 4.4.14

[^32]:    ${ }^{6}$ In case of the fractional Laplacian $(-\Delta)^{s}$ one can use the extension property in order to prove such a semiconvexity estimate; see [8, 32, $\mathbf{9 8}$.

