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Abstract. The free boundary for the Signorini problem in Rn+1 is smooth outside of
a degenerate set, which can have the same dimension (n− 1) as the free boundary itself.

In [FR21] it was shown that generically, the set where the free boundary is not smooth
is at most (n− 2)-dimensional. Our main result establishes that, in fact, the degenerate
set has zero Hn−3−α0 measure for a generic solution. As a by-product, we obtain that,
for n + 1 ≤ 4, the whole free boundary is generically smooth. This solves the analogue
of a conjecture of Schaeffer in R3 and R4 for the thin obstacle problem.

1. Introduction

The Signorini problem (also known as the thin or boundary obstacle problem) is a classi-
cal free boundary problem that was originally studied by Antonio Signorini in connection
with linear elasticity [Sig33, Sig59, KO88]. The same equations appear in a variety of
settings such as Biology, Fluid Mechanics, and Finance, and they have received a lot of
interest from different areas [DL76, Mer76, CT04, Ros18, Fer22].

The thin obstacle problem is equivalent to the obstacle problem for the half-Laplacian
(−∆)1/2, and has been extensively studied by the mathematical community in the last
two decades; see [Caf79, AC04, CS07, ACS08, GP09, PSU12, KPS15, DS16, DGPT17,
FS18, KRS19, CSV20, Shi20, FJ21, FS23], and the references therein. In particular, the
study of the Signorini problem is a crucial ingredient to understand the free boundary in
the thick obstacle problem [FS19, FRS20, SY22, SY22b].

Obstacle problems belong to a wide class of problems known as free boundary problems,
where one of the unknowns is the contact set, and more precisely, its boundary, the free
boundary. There are explicit constructions [Sch76] for the classical obstacle problem that
give rise to free boundaries having a set of singular points of the same dimension as
the whole free boundary. Still, singular points are expected to be infrequent : Schaeffer
conjectured in 1974 ([Sch74]) that, for a generic boundary datum, the free boundary is
regular. The conjecture was proved to hold true in the plane R2 by Monneau in [Mon03],
and much more recently in a breakthrough work, [FRS20], Figalli, Ros-Oton, and Serra
showed that it also holds in R3 and R4.
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Given the parallels between the classical obstacle problem and the thin obstacle problem,
it is natural to extend the conjecture of Schaeffer to the setting of the latter:

Conjecture 1.1. Generically, the free boundary in the Signorini problem is smooth.

Also for the thin obstacle problem, there are examples of particular solutions having non-
regular points of the same dimension as the whole free boundary (see e.g. [GP09, FR21]).
The validity of the previous conjecture would imply that such solutions are rare.

Conjecture 1.1 was recently proved in R2 by the first author and Ros-Oton in [FR21]
(with operators div(|xn+1|a∇·) for a ∈ (−1, 1)). In this work, we will extend its validity to
the physical dimension R3, and R4. Moreover, we will also provide dimensional estimates
for the size of the set of degenerate points for dimensions n+ 1 ≥ 5.

1.1. The Signorini problem and the free boundary. The Signorini problem with
zero obstacle (originally introduced as the Laplace equation with ambiguous boundary
conditions) can be written as{

∆u = 0 in B+
1

min{u,−∂xn+1u} = 0 on B1 ∩ {xn+1 = 0}. (1.1)

Alternatively, we study the problem posed in the whole ball B1 ⊂ Rn+1 (extending by
even symmetry) as ∆u = 0 in B1 \ {xn+1 = 0}

min{u,−∆u} = 0 on B1 ∩ {xn+1 = 0}
u(x′, xn+1) = u(x′,−xn+1) in B1,

(1.2)

where now ∆u needs to be understood in the sense of distributions. For the Signorini
problem, solutions are always C1,1/2 (on each side in (1.2), see [AC04]).

Like the obstacle problem, the Signorini problem is a free boundary problem. That is,
one of the unknowns of the problem is the contact set

Λ(u) := {x′ ∈ Rn : u(x′, 0) = 0} × {0},

and in particular, its boundary (in the relative topology on the thin space), the free
boundary

Γ(u) := ∂{x′ ∈ Rn : u(x′, 0) = 0} × {0}.
The free boundary has been mainly studied so far by means of blow-up methods.

Namely, assume that u is a solution to (1.2) with 0 ∈ Γ(u), and define the blow-up
sequence

ur(x) :=
u(rx)

∥u∥L2(∂Br)
. (1.3)

It can be shown that, up to a subsequence rk ↓ 0, ur converges (locally uniformly) to a
global κ-homogeneous solution u0. The value κ is what we call the order or frequency of
the free boundary point.

The free boundary is divided into regular points, Reg(u) (with homogeneity κ = 3/2),
and degenerate points, Deg(u) (with homogeneity κ ≥ 2), [ACS08]:

Γ(u) = Reg(u) ∪Deg(u).
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Moreover, for almost every solution, the dimension of the set of degenerate points is at
most n − 2, so they are rare [FR21]. We refer to [PSU12, Fer22] for more details about
the structure of the free boundary, and the thin obstacle problem in general.

1.2. Main results. We prove that generically, the set of degenerate points is empty in
dimensions n + 1 = 3 and n + 1 = 4. More precisely, we consider monotone families of
solutions as follows.

Let u : B1 × [−1, 1] → R be such that u(·, t) solves (1.2) for each t ∈ [−1, 1] and u(·, t′)− u(·, t) ≥ 0 in B1

u(·, t′)− u(·, t) ≥ t′ − t on ∂B1 ∩ {|xn+1| ≥ 1
2}

∥u(·, t)∥C0,1(B1) ≤ 1,
(1.4)

for all −1 ≤ t < t′ ≤ 1. As there is no room for confusion, we will say that u : B1 ×
[−1, 1] → R solves (1.2) if u(·, t) solves it for all t ∈ [−1, 1]. Our main result is the
following:

Theorem 1.2. Let u : B1 × [−1, 1] → R be a solution to (1.2)-(1.4). Then, for almost
every t ∈ [−1, 1],

(a) If n ≤ 3, Deg(u(·, t)) = ∅.
(b) If n ≥ 4, dimH(Deg(u(·, t))) ≤ n− 3− α◦, for some α◦ > 0 depending only on n.

Here, dimH denotes the Hausdorff dimension of a set; see for example [Mat95, Chap-
ter 4]. We actually prove stronger results for several subsets of the free boundary, see
Proposition 6.1. See also subsection 2.5 for a sketch of the proof of Theorem 1.2.

As a consequence of our main result we obtain that, generically, free boundaries are
smooth in R3 and R4, thus showing that the analogue of Schaeffer’s conjecture for the
thin obstacle problem holds true in these dimensions.

Corollary 1.3. Conjecture 1.1 holds in R3 and R4.

We recall that this was only known in R2, [FR21].

Remark 1.4. The notion of genericity needs to be understood in the context of the theory
of prevalence, [HSY92] (see also [OY05]). In this language, we will prove that the set of
solutions satisfying that the free boundary has an empty degenerate set is prevalent within
the set of solutions in R3 and R4 (say, given by C0 or L∞ boundary data). Alternatively, we
show that the set of solutions whose degenerate set is non-empty is shy. In particular, this
means that for almost every boundary data (see [OY05, Definition 3.1]) the corresponding
solution has a smooth free boundary (by [KPS15, DS16]).

Remark 1.5. The result in Corollary 1.3 is in correspondence with the results in the thick
case in [FRS20], in R3 and R4 as well. Part of the appeal of the present manuscript is that,
due to the nature of the problem, the methods developed in [FRS20] become much simpler
in the context of the Signorini problem (once combined with [CSV20, FR21, FJ21, SY22]),
allowing us to obtain an equally strong result with far fewer technical details. Indeed, in
our case, the free boundary is a set of co-dimension 2 (instead of co-dimension 1), making
it a set of zero harmonic capacity. This implies, in particular, that the second-order
expansion around singular points is harmonic (see Propositions 2.8 and 2.10). Conversely,
in the thick case, the second-order term in the expansion around singular points can have
different behaviors, one of them being, precisely, a solution to a thin obstacle problem,
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that also needs to account for the curvature of the contact set around the point, and has a
different thin space at each point. Roughly speaking, the role played by u− p in the thick
case (where p is the first order expansion around a free boundary point, that depends on
the point), is now played by u (which is the same at all points, thus allowing for a simpler
analysis).

In the same way, this also means that the dimension in which Conjecture 1.1 holds
cannot be improved only using the approach in [FRS20]. (More specifically, completely
new ideas are needed to improve the generic size of the set Γa

2(u); see subsections 2.2
and 2.5.)

Remark 1.6. In this work, we deal with the Signorini problem with zero obstacle, (1.1) or
(1.2) (as in [CSV20, FJ21, SY22]), which is a model case including the problem with an
analytic obstacle.

Indeed, given a function φ : B′
1 ⊂ Rn → R where B′

1 denotes the unit ball in Rn, the
Signorini problem with obstacle φ is{

∆u = 0 in B1 ∩ {xn+1 > 0}
min{u(x′, 0)− φ(x′),−∂xn+1u(x

′, 0)} = 0 for x′ ∈ B′
1.

When φ is analytic, it can be extended to a harmonic function in B1 ⊂ Rn+1 (i.e., with
φ̃(x′, 0) = φ(x′) for all x′ ∈ B1), even in the last coordinate, so that v := u − φ̃ is a
solution to the Signorini problem with zero obstacle, (1.2). That is, our result also applies
to analytic obstacles.

Remark 1.7. Apart from the aforementioned works, [FRS20, FR21], the recent preprints
[FY23] and [CMS23, CMS23b] obtain similar results using related techniques in the context
of the Alt-Caffarelli and Alt-Phillips functionals, and minimal surfaces, respectively.

1.3. Plan of the paper. This paper is organized as follows.
In Section 2 we introduce some technical tools, such as the frequency formula, and some

preliminary results. We also sketch the strategy of the proof of Theorem 1.2 at the end of
the section. Then, the goal of Section 3 is to recover the known dimensional bounds for
Deg(u) and one of its subsets, that we denote Γ∗(u) (see (2.1)), but for a monotone family
of solutions (instead of a single solution). In Section 4 we study the points of order 2,
separating them into ordinary quadratic points, for which we show an improved cleaning;
and anomalous quadratic points, for which we perform a further dimension reduction; and
in Section 5 we study the cubic points. Finally, in Section 6 we combine our results to
compute the final dimensional estimates.

2. Preliminaries

In this section we recall some background results and we develop some technical tools
that will be useful later. We start with the following Liouville-type result.

Lemma 2.1. Let u : Rn+1 → R be a κ-homogeneous solution to (1.2). Then,

(a) If u ≥ 0, then u ≡ 0.
(b) If u ≤ 0 and κ > 1, then u ≡ 0.
(c) If ∂eu ≥ 0 for some direction e and κ ≥ 2, then u is invariant in the direction e.
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Proof. (a) Suppose u is not identically zero. Then, by the Hopf lemma ∂n+1u(0, 0
+) > 0,

which together with u being even in the xn+1 direction contradicts the fact that u is
superharmonic across the thin space {xn+1 = 0}.

(b) Suppose u is not identically zero. Then, by the Hopf lemma ∂n+1u(0, 0
+) < 0. On

the other hand, ∇u(0) = 0 because the homogeneity of u is κ > 1. A contradiction.
(c) First, ∂eu(0) = 0 because κ ≥ 2. Assume by contradiction that ∂eu > 0 in {xn+1 >

0}, and thus by the Hopf lemma ∂n+1∂eu(0, 0
+) > 0. Therefore, D2u(0) ̸≡ 0, which in

turn implies κ = 2, and it follows by [ACS08, Theorem 3] that u(x) =
∑n

i=1 ai(x
2
i −x2n+1)

with ai ≥ 0, after a change of coordinates if necessary. Hence, ∂eu is linear and since
∂eu ≥ 0, we get ∂eu ≡ 0, a contradiction. □

We continue with a Hopf-type estimate to quantify the monotonicity of the families of
solutions near the thin space.

Lemma 2.2. Let u : B1 × [−1, 1] → R be a solution to (1.2)-(1.4). Then, for all t ≥ 0,

ht(x) := u(x, t)− u(x, 0) ≥ ct|xn+1| in B1/2,

for some c > 0 depending only on n.

Proof. By (1.4), ht ≥ 0 in B1, and ht ≥ t on ∂B1 ∩ {|xn+1| ≥ 1
2}. Let φ be such that

φ = 1 on ∂B1 ∩ {|xn+1| ≥ 1
2}, φ = 0 on ∂B1 ∩ {|xn+1| < 1

2} and {xn+1 = 0}, and ∆φ = 0
in B1 ∩ {xn+1 ̸= 0}. Then, on the one hand, thanks to the Hopf Lemma we have that
φ ≥ c|xn+1| in B1/2 for some c depending only on n; and on the other hand, by the

maximum principle, φ ≤ ht
t in B1. □

Given u : B1 × [−1, 1] → R a family of solutions of (1.2)-(1.4), we define the free
boundary

Γ(u(·, t)) = ∂{x′ ∈ Rn : u((x′, 0), t) = 0} × {0},
and we denote

Γ :=
⋃

t∈[−1,1]

Γ(u(·, t)).

Analogously, we will denote by Reg and Deg the union of all regular and degenerate
points for a family of solutions. For our setting, it is convenient to define the following
map:

Proposition 2.3 ([FR21, Corollary 2.7]). Let u : B1× [−1, 1] → R be a solution to (1.2)-
(1.4). Then, the mapping τ : Γ → [−1, 1] defined as τ(x0) = t0 such that x0 ∈ Γ(u(·, t0))
is well defined and continuous. Moreover, for any ε > 0, the map

Γ ∩B1−ε ∋ x0 7→ u(x0 + ·, τ(x0))

is continuous in the C0 norm.

2.1. The frequency formula. Here, we recall and prove some facts about Almgren’s
frequency function.

Given w ∈ H1
loc, we define

ϕ(r, w) :=
D(r, w)

H(r, w)
,
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where

D(r, w) := r1−n

�
Br

|∇w|2 and H(r, w) := r−n

�
∂Br

w2.

We recall that the frequency function ϕ is nondecreasing in r for solutions of (1.2):

Lemma 2.4 ([ACS08, Lemma 1]). Let u be a solution to (1.2). Then, the function
r 7→ ϕ(r, u) is nondecreasing. Moreover, ϕ(r, u) is constant with respect to r, ϕ(r, u) ≡ λ,
if and only if u is λ-homogeneous.

This justifies that the frequency of a point x0, ϕ(0
+, u(x0 + ·)), is always well defined;

and hence, we can stratify the free boundary according to the frequency κ as follows (see
Proposition 2.3):

Γκ(u(·, t)) := {x0 ∈ Γ(u(·, t)) : ϕ(0+, u(x0 + ·, t)) = κ}, Γκ :=
⋃

t∈[−1,1]

Γκ(u(·, t)),

and we also introduce the sets

Γ≥κ(u(·, t)) :=
⋃
ν≥κ

Γν(u(·, t)), Γ≥κ :=
⋃
ν≥κ

Γν ,

Γ∗(u(·, t)) :=
⋃

ν∈R\S

Γν(u(·, t)), Γ∗ :=
⋃

ν∈R\S

Γν ,
(2.1)

where S = {1, 32 , 2, 3,
7
2 , 4, . . .} = N ∪ {2N − 1

2} is the set of possible homogeneities of the
solutions of Signorini in dimension n+ 1 = 2.

Observe that the frequency function can act as a proxy for the growth rate of a function:

Lemma 2.5. Let u : B1 → R be a solution to (1.2). Suppose that for 0 < r < R < 1 we
have λ ≤ ϕ(r, u) ≤ ϕ(R, u) ≤ λ. Then,(

R

r

)2λ

≤ H(R, u)

H(r, u)
≤
(
R

r

)2λ

.

Proof. Let ur := u(r·). Then, H(r, u) =
�
∂B1

u2r , and integrating by parts,

H ′(r, u) =
2

r

�
∂B1

ur∂νur =
2

r

(�
B1

|∇ur|2 +
�
B1

ur∆ur

)
=

2

r
D(u, r),

because ur∆ur = 0 for solutions of (1.2), and hence

H ′(r, u)

H(r, u)
=

2

r
ϕ(r, u).

Then, integrating from r to R (and since ϕ is monotone nondecreasing, see Lemma 2.4),

2λ ln(R/r) ≤ ln

(
H(R, u)

H(r, u)

)
≤ 2λ ln(R/r),

and the conclusion follows. □

Finally, once the frequency is properly defined, we may recall two results that will be
used later. The first one is a strong comparison principle, from which we copy the proof
for the convenience of the reader.
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Lemma 2.6 ([FRS20, Lemma A.4]). Let u, v be two solutions of (1.2) satisfying u ≥ v in
B1 and u(0) = v(0) = 0. If ϕ(0+, v) > 1 or v ≡ 0, then u ≡ v.

Proof. Assume by contradiction that u ̸≡ v. Then, u > v in {xn+1 > 0}, and by the Hopf
lemma ∂n+1(u−v)(0, 0+) > 0. On the other hand, since ϕ(0+, v) > 1 or v ≡ 0, ∇v(0) = 0,
and it follows that ∂n+1u(0, 0

+) > 0, and since ∆u = 2∂n+1uHn|{xn+1=0} distributionally,
this contradicts the fact that ∆u ≤ 0. □

The second one is the following cleaning result.

Proposition 2.7 ([FR21, Propositions 2.4 & 2.9]). Let u : B1× [−1, 1] → R be a solution
to (1.2)-(1.4). Let δ > 0 small, and let x0 ∈ B1−δ ∩Γ≥κ(u(·, t0)). Then, there exists ρ > 0
such that

{(x, t) ∈ Bρ(x0)× [−1, 1] : t > t0 + C|x− x0|κ−1} ∩ {u = 0} ∩ {xn+1 = 0} = ∅,
for some constant C depending only on n, κ and δ. Moreover, if κ = 2, for every ε > 0
there exists ρ > 0 such that

{(x, t) ∈ Bρ(x0)× [−1, 1] : t > t0 + C|x− x0|2−ε} ∩ {(x, t) : x ∈ Γ2(u(·, t))} = ∅,
for some constant C depending only on n and ε.

2.2. Quadratic points. Given u a solution to (1.2) and a singular point x0 ∈ Γ2(u), we
denote by p2,x0 the first blow-up1 of u at x0,

p2,x0 := lim
r→0

u(x0 + r·)
r2

. (2.2)

This expression is uniquely defined by [GP09, Theorem 1.3.6 or Theorem 1.5.4], and
p2,x0 ≡ 0 if and only if x0 ∈ Γ>2(u) (by [GP09, Lemmas 1.5.1 and 1.5.2]). The blow-up
p2,x0 belongs to the set of homogeneous quadratic harmonic even polynomials that are
nonnegative on the thin space, i.e.

P2 := {p : ∆p = 0, x · ∇p = 2p, p(x′, 0) ≥ 0, p(x′, xn+1) = p(x′,−xn+1)}.
Notice how p = 0 also belongs to P2.

The following proposition will allow us to perform a second blow-up at the points of
frequency 2 to attain a finer understanding of singular points:

Proposition 2.8 ([FJ21, Proposition 2.2]). Let u be a solution to (1.2), and assume that
0 ∈ Γ≥2(u) (i.e. ϕ(0+, u) ≥ 2). Let p ∈ P2 and let w := u − p. Then, the function
r 7→ ϕ(r, w) is nondecreasing, and its derivative satisfies

ϕ′(r, w) ≥ 2

r

(�
B1
wr∆wr�

∂B1
w2
r

)2

,

with wr(x) := w(rx). Moreover, ϕ(0+, w) ≥ 2.

Proof. This result corresponds to [FJ21, Proposition 2.2] in combination with the compu-
tations inside its proof. □

1Observe that these are not rescalings that preserve the L2(∂B1) norm (cf. the sequence (1.3)). In fact,
at singular points both types of rescalings coincide up to a multiplicative constant. By rescaling directly
by r2 we obtain the first order expansion of u, that is, u(x◦ + ·) = p2,x◦(x) + o(|x|2).
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The following lemma asserts that the L2 rate of growth of u − p can be estimated by
its frequency (cf. Lemma 2.5).

Lemma 2.9. Let u : B1 → R be a solution to (1.2), and assume that 0 ∈ Γ2(u) (i.e.
ϕ(0+, u) = 2). Let p ∈ P2. Suppose that for 0 < r < R < 1 we have λ ≤ ϕ(r, u − p) ≤
ϕ(R, u− p) ≤ λ. Then, for any given δ > 0,(

R

r

)2λ

≤ H(R, u− p)

H(r, u− p)
≤ Cδ

(
R

r

)2λ+δ

,

where Cδ depends only on δ, λ, and the dimension.

Proof. First, we define w := u− p, wr := w(r·), and

F (r, w) :=
r1−n

�
Br
w∆w

r−n
�
∂Br

w2
=

�
B1
wr∆wr�

∂B1
w2
r

.

Since p ≥ 0 on the thin space, and ∆u = 0 outside of it, w∆w = −p∆u ≥ 0.
Observe that

H ′(r, w) =
2

r

�
B1

|∇wr|2 +
2

r

�
B1

wr∆wr ⇒ H ′(r, w)

H(r, w)
=

2

r
(ϕ(r, w) + F (r)) .

Integrating, we get

ln

(
H(R,w)

H(r, w)

)
=

� R

r

2

ρ
(ϕ(ρ, w) + F (ρ, w)) dρ.

On the one hand, since F (ρ, w) ≥ 0 and ϕ is nondecreasing (by Proposition 2.8),

ln

(
H(R,w)

H(r, w)

)
≥

� R

r

2

ρ
ϕ(ρ, w)dρ ≥ 2λ ln(R/r),

and the inequality in the left follows. On the other hand, using Proposition 2.8,
� R

r
F (ρ, w)

dρ

ρ
≤
(� R

r
F (ρ, w)2

dρ

ρ

)1/2(� R

r

dρ

ρ

)1/2

≤
(
λ− λ

2

)1/2

ln(R/r)1/2,

and then

ln

(
H(R,w)

H(r, w)

)
=

� R

r

2

ρ
(ϕ(ρ, w) + F (ρ, w)) dρ ≤ 2λ ln(R/r) + C ln(R/r)1/2,

so that the conclusion follows by the estimate
√
t ≤ δt+ Cδ. □

By means of Proposition 2.8, quadratic free boundary points can be further stratified in
terms of a second blow-up. That is, if x0 ∈ Γ2(u), we define the second blow-up sequence

w̃r :=
u(x0 + r·)− p2,x0(r·)

∥u(x0 + r·)− p2,x0(r·)∥L2(∂B1)
,

which converges to a λ-homogeneous function with λ = ϕ(0+, u(x0 + ·) − p2,x0), up to a
subsequence, thanks to the monotonicity of ϕ along u− p given by Proposition 2.8:

Proposition 2.10 ([FJ21, Proposition 3.2]). For every sequence rj ↓ 0, there is a sub-
sequence rjl ↓ 0 such that w̃rjl

⇀ q in H1
loc, and q ̸≡ 0 is a λ-homogeneous harmonic

polynomial, with λ = ϕ(0+, u(x0 + ·)− p2,x0) ∈ {2, 3, 4, . . .}.
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Then, we define the ordinary and anomalous quadratic points as follows:

Γo
2(u) := {x0 ∈ Γ2(u) : ϕ(0

+, u(x0 + ·)− p2,x0) ≥ 3}
Γa
2(u) := {x0 ∈ Γ2(u) : ϕ(0

+, u(x0 + ·)− p2,x0) = 2},
(2.3)

and we define the sets Γo
2 and Γa

2 analogously for a family of solutions (cf. (2.1)). Ordinary
quadratic points are called generic quadratic points in [FJ21], but we have decided to
change the terminology in order to avoid confusion.

The second blow-up satisfies the following orthogonality property with the first one,
coming from an optimality condition:

Lemma 2.11 ([FJ21, Lemma 3.3]). Let u be a solution to (1.2) with 0 ∈ Γ2(u). Let
p2 ∈ P2 be the blow-up of u at 0, and let q be a second blow-up as introduced in Proposition
2.10. Then, �

∂B1

p2q = 0

and �
∂B1

pq ≤ 0 ∀p ∈ P2.

2.3. Cubic points. We will take advantage of the following recently improved conver-
gence to the cubic blow-up:

Theorem 2.12 ([SY22, Theorem 1.1]). Let u be a solution to (1.2) with 0 ∈ Γ3(u) and
∥u∥L∞(B1) ≤ 1. Then, there exists a 3-homogeneous solution to (1.2), p3, such that

∥u− p3∥L∞(Br) ≤ Cr3+α,

for some C,α > 0 depending only on n.

We will also use the following characterization of global cubic solutions.

Lemma 2.13 ([FRS20, Lemma 5.2]). Let p3 be a 3-homogeneous solution to (1.2). Then,

p3(x) = |xn+1|(ax2n+1 − x′ ·Ax′),

where a ≥ 0, A is symmetric and nonnegative definite, and a = TrA.

2.4. Geometric measure theory tools. We will use the following Reifenberg-type re-
sult using the frequency function ϕ as f , to perform dimension reduction arguments only
at the points of continuity of ϕ.

Lemma 2.14 ([FRS20, Lemma 7.3]). Let E ⊂ Rn, and f : E → R. Assume that, for any
ε > 0 and x ∈ E, there exists ρ > 0 such that, for all r ∈ (0, ρ),

E ∩Br(x) ∩ f−1
(
[f(x)− ρ, f(x) + ρ]

)
⊂ {y : dist(y,Πx,r) ≤ εr},

for some m-dimensional plane Πx,r passing through x (possibly depending on r). Then,
dimH(E) ≤ m.

We will also use the following abstract proposition in the proof of our main result,
Theorem 1.2, in order to bound the sizes of each of the subsets of the free boundary.
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Proposition 2.15 ([FRS20, Corollary 7.8]). Consider the family {Et}t∈[−1,1] with Et ⊂
Rn, and let us denote E :=

⋃
t∈[−1,1]

Et.

Let 1 ≤ β ≤ n, and assume that the following holds:

• dimHE ≤ β,
• for all ε > 0, t0 ∈ [−1, 1], and x0 ∈ Et0, there exists ρ > 0 such that

Br(x0) ∩ Et = ∅,
for all r ∈ (0, ρ) and t > t0 + rγ−ε.

Then,

(a) If γ > β, dimH({t : Et ̸= ∅}) ≤ β/γ.
(b) If γ ≤ β, dimH(Et) ≤ β − γ, for H1-a.e. t ∈ [−1, 1].

2.5. Sketch of the proof. The proof is done by combining the ideas and techniques from
[FRS20] with the results in [CSV20, FJ21, FR21, SY22].

The two key parts of our strategy are dimension reduction arguments for families of
solutions and cleaning lemmas combined with Proposition 2.15. We then apply the two
steps to different subsets of the free boundary, using the following stratification:

Deg(u) = Γo
2(u) ∪ Γa

2(u) ∪ Γ3(u) ∪ Γ≥7/2(u) ∪ Γ∗(u).

First, given a family of solutions u : B1 × [−1, 1] → R to (1.2)-(1.4), using dimension
reduction arguments one can compute the maximum total dimension of each of the five
sets for all the solutions of the family at the same time, see Propositions 3.1 and 4.3. Here,
monotonicity is key to get the same results as one would get for a single solution.

Then, for each type of points we use that if x0 ∈ Γ(u(·, t0)), there exists some r0 > 0
such that u is positive (or identically zero, depending on the case) in one of the following
sets

{x ∈ Br0 : |x− x0|γ < t− t0} or {x ∈ Br0 : |x− x0|γ < t0 − t},
and hence there are no other free boundary points there. This is done via an expan-
sion of the solution at x0 and comparison arguments. The novel results in this step are
Propositions 4.1 and 5.1, that deal with quadratic and cubic points, respectively.

Finally, applying Proposition 2.15 one can get an estimate on the size of each of the
degenerate strata for almost every solution. For n ≥ 4, the situation can be summarized
as follows, where α, γ ∈ (0, 1) are dimensional constants, and ε > 0 is an arbitrarily small
number.

Set dimH Γ Cleaning exponent Generic2 dimH Γ

Γo
2 n− 1 3− ε n− 4

Γa
2 n− 2 2− ε n− 4

Γ3 n− 1 2 + γ n− 3− γ

Γ≥7/2 n− 1 5/2− ε n− 7/2

Γ∗ n− 2 1 + α n− 3− α

2In the sense of Remark 1.4.
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For n = 2 and n = 3, the conclusion is that, generically, the free boundary contains no
degenerate points.

3. Dimensional bounds for Γ≥2 and Γ∗

First, we will estimate the size of the sets Γ≥2 and Γ∗ with a dimension reduction
argument (recall (2.1)), taking advantage of the fact that the possible global homogeneous
solutions of the Signorini problem are completely classified in low dimensions.

In particular, the goal of this section is to prove the following result:

Proposition 3.1. Let u : B1 × [−1, 1] → R be a solution to (1.2)-(1.4). Then,

(a) dimH(Γ≥2) ≤ n− 1 if n ≥ 2, and Γ≥2 is discrete if n = 1.
(b) dimH(Γ∗) ≤ n− 2 if n ≥ 3, Γ∗ is discrete if n = 2, and it is empty if n = 1.

In order to do it, we first show the following lemma (cf. [FRS20, Lemma 6.5]).

Lemma 3.2. Let u : B1 × [−1, 1] → R be a solution to (1.2)-(1.4), with 0 ∈ Γ≥2(u(·, 0)).
Let xk ∈ Γ≥2 satisfy |xk| ≤ rk, with rk ↓ 0, tk := τ(xk) → 0, and assume that

ũrk :=
u(rk·, 0)

∥u(rk·, 0)∥L2(∂B1)
⇀ q in H1

loc(Rn+1), yk :=
xk
rk

→ y∞ ̸= 0, and κk → κ,

where
κk := ϕ(0+, u(xk + ·, tk)), κ := ϕ(0+, u(·, 0)),

and q ̸≡ 0 is a κ-homogeneous solution to (1.2).
Then, q is translation invariant in the direction y∞.

Proof. Let us define wk := u(xk+rk·, tk) and wk,0 := u(xk+rk·, 0) so that, for each k ∈ N,
they are ordered in B1/(2rk) (that is, either wk ≥ wk,0 or wk ≤ wk,0 in B1/(2rk)). Observe
that, by assumption, since ũrk ⇀ q and q ̸≡ 0,

wk,0

∥wk,0∥L2(∂B1)
=

ũrk(yk + ·)
∥ũrk(yk + ·)∥L2(∂B1)

⇀
q(y∞ + ·)

∥q(y∞ + ·)∥L2(∂B1)

weakly in H1
loc. We now divide the proof into two steps.

Step 1. We first prove that, up to a subsequence,

w̃k :=
wk

∥wk∥L2(∂B1)
→ Q locally uniformly,

for some Q a global κ-homogeneous solution to the Signorini problem.
Indeed, by the upper semicontinuity and monotonicity of ϕ, and the fact that κk → κ,

for all δ > 0 there exist rδ > 0 and kδ ∈ N such that

ϕ(r, u(xk + ·, tk)) ∈ (κ− δ, κ+ δ) ∀r ∈ (0, rδ), ∀k ≥ kδ,

and hence
ϕ(r, w̃k) ∈ (κ− δ, κ+ δ) ∀r ∈ (0, rδ/rk), ∀k ≥ kδ.

In particular, by Lemma 2.5,

H(R, w̃k) ≤ R2κ+2δH(1, w̃k) = R2κ+2δ ∀R ∈ [1, rδ/rk), ∀k ≥ kδ,

maybe with a smaller rδ > 0 and larger kδ. Combined with interior Lipschitz estimates
[AC04, Theorem 1], this implies that w̃k → Q locally uniformly, up to a subsequence, for
some Q a global solution to the thin obstacle problem. Moreover, thanks to the uniform



12 XAVIER FERNÁNDEZ-REAL AND CLARA TORRES-LATORRE

C1,1/2 estimates for solutions [AC04] we also have that ϕ(r, w̃k) → ϕ(r,Q) as k → ∞ for

each r > 0 fixed (observe that |∂n+1w̃k|2 is C1/2), and therefore

ϕ(r,Q) ∈ [κ− δ, κ+ δ] ∀r > 0.

Since this holds for any δ > 0, Lemma 2.4 yields that Q is κ-homogeneous.
Step 2. We now show that y∞ · ∇q has a constant sign and deduce that y∞ · ∇q = 0.
Let ε̂k := ∥wk∥L2(∂B1) + ∥wk,0∥L2(∂B1). By the first observation we have

ŵk,0 := wk,0/ε̂k ⇀ bq(y∞ + ·) =: Q̂0 weakly in H1
loc

for some b ∈ [0, 1]. Moreover, by Step 1 and up to a subsequence,

ŵk := wk/ε̂k → aQ =: Q̂ locally uniformly,

with a ∈ [0, 1].

We cannot have a = b = 0, because it contradicts the fact that ∥Q̂∥L2(∂B1)+∥Q̂0∥L2(∂B1) =
1. Suppose now that a = 0. Then, for each k ∈ N, ŵk and ŵk,0 are ordered in B1/(2rk),

and therefore Q̂0 and Q̂ are ordered in Rn+1 (that is, either Q̂0 ≥ Q̂ ≡ 0 or Q̂0 ≤ Q̂ ≡ 0

in Rn+1). Since q (and then Q̂0) is a global solution with homogeneity κ ≥ 2, by Lemma
2.1 it cannot have constant sign, a contradiction. The same argument with Q gives that
b cannot be zero. Hence, a and b are both positive.

If we assume without loss of generality that Q̂ ≥ Q̂0 and let z = λx, by homogeneity
we have

aQ(x) ≥ bq(y∞ + x) ⇒ aQ(z) ≥ bq(λy∞ + z) ∀λ > 0 ⇒ aQ ≥ bq.

Since aQ and bq are ordered global solutions of (1.2) with homogeneity greater than 1,
they are equal by Lemma 2.6. It follows that

bq = aQ ≥ bq(y∞ + ·),
and by homogeneity again (since b > 0)

q ≥ q(λy∞ + ·) ∀λ > 0.

Thus, y∞ · ∇q ≤ 0, and applying Lemma 2.1(c), q is invariant in the y∞ direction. □

We can now give the proof of Proposition 3.1.

Proof of Proposition 3.1. (a) We will apply Proposition 2.14 to the set Γ≥2 with the func-
tion f : Γ≥2 → R given by

f(x0) = ϕ(0+, u(·, τ(x0))).
To obtain the desired result, thanks to Lemma 2.14 it suffices to prove the following:

for all x0 ∈ Γ≥2 and for all ε > 0, there exists ρ > 0 such that for all r ∈ (0, ρ),

Br(x0) ∩ Γ≥2 ∩ f−1
(
[f(x0)− ρ, f(x0) + ρ]

)
⊂ {y : dist(y,Πx,r) ≤ εr},

where Πx,r is a (n− 1)-dimensional plane passing through x0.
Assume without loss of generality that x0 = 0 and τ(x0) = 0, and let us prove the

statement by contradiction. If such ρ > 0 did not exist for some ε0 > 0, then we would

have sequences rk ↓ 0 and x
(j)
k ∈ Γ≥2 ∩Brk , 1 ≤ j ≤ n, such that

y
(j)
k := x

(j)
k /rk → y(j)∞ ∈ B1, dim(span(y(1)∞ , . . . , y(n)∞ )) = n, |f(x(j)k )− f(0)| ↓ 0.
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Let ũr := u(r·)/H(r, u)1/2. Then, by [ACS08, Section 4] ũr ⇀ q along a subsequence,
where q is a nonzero κ-homogeneous global solution to the Signorini problem (1.2). Also,
since x0 ∈ Γ≥2, κ ≥ 2.

Applying Lemma 3.2 to the sequences (x
(j)
k , τ(x

(j)
k )) we deduce that q is translation

invariant in the n linearly independent directions y
(j)
∞ , 1 ≤ j ≤ n. It follows that q is a one

dimensional nonzero κ-homogeneous solution to Signorini, with κ ≥ 2, which contradicts
the fact that the only possible homogeneities in dimension one are 0 and 1.

(b) Repeating the arguments in (a), but with 1 ≤ j ≤ n − 1 instead, we end up
with a nonzero κ-homogeneous two dimensional solution to Signorini, but since x0 ∈ Γ∗,
κ /∈ {1, 32 , 2, 3,

7
2 , 4, 5, . . .}, contradicting that these are the only possible homogeneities in

dimension 2. □

4. Quadratic points

4.1. Ordinary quadratic points. If the next term of the expansion at a quadratic point
is at least cubic (that is, we are at an ordinary quadratic point, (2.3)), we can adapt the
arguments in [FRS20, Section 9] to improve the cleaning rate up to 3−ε. Hence, we show:

Proposition 4.1. Let u : B1 × [−1, 1] → R be a solution to (1.2)-(1.4). Assume that
0 ∈ Γo

2(u(·, 0)).
Then, for all ε > 0 there exists ρ > 0 such that

{(x, t) ∈ Bρ × [0, 1] : t > |x|3−ε} ∩ {u = 0} ∩ {xn+1 = 0} = ∅.

In order to prove Proposition 4.1, we first show the following auxiliary lemma.

Lemma 4.2. Let u : B1 × [−1, 1] → R be a solution to (1.2)-(1.4), with 0 ∈ Γ2(u(·, 0)).
Let Dr := ∂Br ∩ {|xn+1| > r/2}. Then, for every ε > 0,

min
Dr

ht := min
Dr

[u(·, t)− u(·, 0)] ≥ cεr
εt, ∀r ∈ (0, ρε), ∀t ∈ [0, 1],

for some cε, ρε > 0.

Proof. By [GP09, Theorem 1.3.6]),

u(x, 0) = p(x) + o(|x|2),
for some nonzero p ∈ P2. Therefore, for all δ > 0 there exists rδ > 0 such that for all
ρ ∈ (0, 2rδ),

B1∩{u(ρ·, 0) = 0}∩{xn+1 = 0} ⊂ Cδ :=

{
x ∈ Rn+1 : dist

(
x

|x|
, {p = 0} ∩ {xn+1 = 0}

)
<δ

}
.

Indeed, let m be the minimum of p in (∂B1 ∩{xn+1 = 0}) \Cδ. Since p ≥ 0 on the thin
space, m > 0. Now, choosing rδ small enough, for all ρ < rδ,

u(ρx, 0) ≥ p(ρx)− m

2
ρ2|x|2 = ρ2|x|2

(
p

(
x

|x|

)
− m

2

)
> 0,

for all x ∈ (B1 ∩ {xn+1 = 0}) \ Cδ.

Let now φδ := |x|µ(δ)Φδ(x/|x|), where Φδ ≥ 0 is the first eigenfunction of the spherical
Laplacian on ∂B1 \ Cδ, and µ(δ) is chosen so that φδ is harmonic when positive. Then,
φδ is a positive harmonic function defined in Rn \ Cδ vanishing on ∂Cδ.
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Since p ̸≡ 0 and p is a homogeneous quadratic polynomial nonnegative on the thin
space, {p = 0}∩{xn+1 = 0} is a linear space of dimension at most n−1, and in particular
has zero harmonic capacity. Therefore, as δ → 0, µ(δ) → 0, and we can choose δ such
that µ(2δ) < ε. Moreover, choosing δ < 1

4 , Drδ and C2δ are disjoint.
Notice that ht = u(·, t)− u(·, 0) is harmonic in {u(·, 0) > 0} and in B1 \ {xn+1 = 0}. In

particular, ht is harmonic in

(B1 \ {xn+1 = 0}) ∪ (B2rδ ∩ {xn+1 = 0} \ Cδ) .

Hence, using the monotonicity assumption (1.4) and the interior Harnack, there exists
cδ > 0 such that

ht ≥ cδt on ∂Brδ \ C2δ.

Then, we can use

wt := cδt
φ2δ

∥φ2δ∥L∞(∂Brδ
)

as a lower barrier in Brδ \ C2δ because ht ≥ wt in ∂Brδ \ C2δ by construction, and ht ≥ 0
and wt = 0 on ∂C2δ.

Hence,

min
Dr

ht ≥ min
Dr

wt = crµ(2δ)t ≥ crεt ∀r ∈ (0, rδ),

as we wanted to see. □

By means of the previous result, we can now prove the improved cleaning for the
ordinary quadratic points.

Proof of Proposition 4.1. By the definition of Γo
2, there exists a harmonic quadratic poly-

nomial p ∈ P2 such that

|r−2u(r·, 0)− p| ≤ Cr in B1, ∀r ∈ (0, 1),

Let us then bound v(x) := r−2u(rx, t). By Lemma 4.2 and the previous estimates, taking
t ≥ r3−2ε,

v(x) ≥ p(x)− Cr + cεr
ε−2tχ{|xn+1|>1/2} ≥ p(x)− Cr + cεr

1−εχ{|xn+1|>1/2} on ∂B1.

Let φ be a harmonic function in B1 with boundary data φ = χ{|xn+1|>1/2} on ∂B1.
Then, since v is superharmonic and p is harmonic,

v(x) ≥ p(x)− Cr + cεr
1−εφ in B1,

and using that φ ≥ c(n) > 0 in B1/2,

v ≥ p− Cr + cεc(n)r
1−ε > 0 on B1/2 ∩ {xn+1 = 0},

for sufficiently small r, using that p ≥ 0 on the thin space. □
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4.2. Anomalous quadratic points. Now we consider the points in the set Γa
2 (see (2.3)).

We will use a dimension reduction argument to show that dimH(Γ
a
2) ≤ n − 2. Hence, in

this subsection we will prove the following proposition.

Proposition 4.3. Let u : B1×[−1, 1] → R be a solution to (1.2)-(1.4). Then, dimH(Γ
a
2) ≤

n− 2 if n ≥ 3, Γa
2 is discrete if n = 2, and it is empty if n = 1.

The following lemmas are analogous to the first part of [FRS20, Section 6] combined
with results from [CSV20, FJ21, FR21]. The first one is about the continuity of the first
and second blow-ups on the set Γ2.

Lemma 4.4. Let u : B1 × [−1, 1] → R be a solution to (1.2)-(1.4), and let us denote by
p2,x the blow-up of u(·, τ(x)) at x ∈ Γ≥2 according to (2.2); in particular, p2,x ≡ 0 if and
only if x ∈ Γ>2. Then:

(a) For all ρ < 1, Γ≥2 ∩Bρ is closed. Moreover, given a convergent sequence {xk} ⊂
Γ≥2 ∩Bρ, xk → x∞,

p2,xk
→ p2,x∞ ,

where p2,x∞ ≡ 0 if x∞ ∈ Γ>2.
(b) The frequency function

Γ≥2 ∋ x0 7→ ϕ
(
0+, u(x0 + ·, τ(x0))− p2,x0

)
is upper semicontinuous.

Proof. (a) We first show that if xk ∈ Γ≥2 and xk → x∞, then x∞ ∈ Γ≥2. Notice that
tk := τ(xk) → t∞ := τ(x∞) by Proposition 2.3. Now, by [CSV20, Proposition 7.1] (or by
the frequency gap [CSV20, Theorem 4] if xk ∈ Γ>2) we have

∥u(xk + ·, tk)− p2,xk
∥L∞(Br) ≤ r2ω(r), ∀r > 0,

where ω is a universal modulus of continuity.
Then, p2,xk

→ P up to a subsequence for some harmonic 2-homogeneous polynomial P
and, by Proposition 2.3, u(xk + ·, tk) → u(x∞ + ·, t∞) in C0. Therefore,

∥u(x∞ + ·, t∞)− P∥L∞(Br) ≤ r2ω(r), ∀r > 0.

It follows that x∞ ∈ Γ≥2 and that p2,x∞ = P . Finally, the estimate can only hold for one
unique P , and a posteriori we deduce that for any other subsequence, p2,xkj

→ P up to a

subsequence again.
(b) First, we consider the function Γ≥2 ∋ x0 7→ ϕ(r, u(x0 + ·, τ(x0))− p2,x0) for a fixed

r > 0,

ϕ(r, u(x0 + ·, τ(x0))− p2,x0) = r

�
Br

|∇u(x0 + ·, τ(x0))−∇p2,x0 |2�
∂Br

(u(x0 + ·, τ(x0))− p2,x0)
2
.

Given a convergent sequence xk ∈ Γ≥2, xk → x∞, using (a) the terms involving the
second order polynomial converge. Then, u(xk + ·, τ(xk)) → u(x∞ + ·, τ(x∞)) in L∞ by
the second part of Proposition 2.3. Thus, the quotient is continuous because of the uni-
form C1,1/2 estimates for u(·, t) [AC04] (observe that |∂n+1u(x0+ ·, τ(x0))− ∂n+1p2,x0 |2 =
|∂n+1u(x0 + ·, τ(x0))|2 is C1/2 in Br).

Our desired result now follows by taking the infimum over r > 0 of the family of
continuous functions Γ≥2 ∋ x0 7→ ϕ(r, u(x0 + ·, τ(x0))− p2,x0) (this is an increaing family
in r > 0, by Proposition 2.8). □
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Then, we show that points in Γ2 only accumulate in the directions of the null space of
the blow-up.

Lemma 4.5. Let u : B1× [−1, 1] → R be a solution to (1.2)-(1.4), and let 0 ∈ Γ2(u(·, 0)).
Let xk ∈ Γ2 satisfy |xk| ↓ 0 and tk := τ(xk) ↓ 0. Let p2,k := p2,xk

. Then, p2,k → p2, with
p2 the blow-up of u(·, 0) at 0, and we have∥∥∥∥p2,k − p2

(
xk
|xk|

+ ·
)∥∥∥∥

L∞(B1)

≤ Cω(2|xk|),

∥p2,k − p2∥L∞(B1) ≤ Cω(2|xk|),
where ω is a universal modulus of continuity, and

dist

(
xk
|xk|

, {p2 = 0} ∩ {xn+1 = 0}
)

→ 0 as k → ∞.

Proof. By Lemma 4.4 (a), p2,k → p2, up to a subsequence. Let rk = |xk|, so that by
[CSV20, Proposition 7.1] we have

∥r−2
k u(xk + rkx, tk)− p2,k(x)∥L∞(B2) ≤ 4ω(2rk)

and
∥r−2

k u(rkx, 0)− p2(x)∥L∞(B2) ≤ 4ω(2rk).

Thus, defining yk := xk/|xk|, for all x ∈ B2 we have the following: if tk ≤ 0,

−4ω(2rk) + p2,k(x) ≤ r−2
k u(xk + rkx, tk) ≤ r−2

k u(xk + rkx, 0) ≤ 4ω(2rk) + p2(yk + x),

and if tk ≥ 0,

4ω(2rk) + p2,k(x) ≥ r−2
k u(xk + rkx, tk) ≥ r−2

k u(xk + rkx, 0) ≥ −4ω(2rk) + p2(yk + x).

Assume without loss of generality that tk ≥ 0 and consider the function q(x) = p2,k(x)−
p2(yk + x) + 8ω(2rk). On the one hand, q is nonnegative and harmonic in B2. On the
other hand, since p2(yk + ·) ≥ 0 on {xn+1 = 0}, q(0) ≤ 8ω(2rk). Then, by the Harnack
inequality, 0 ≤ q ≤ Cω(2rk) in B1.

Consequently,

∥p2,k − p2(yk + ·)∥L2(∂B1) ≤ C∥p2,k − p2(yk + ·)∥L∞(B1) ≤ Cω(2rk).

Finally, p2,k−p2 is 2-homogeneous and harmonic, and p2−p2(yk+·) is affine. Therefore,
they are orthogonal. Hence, when k → ∞,

∥p2,k − p2∥2L2(∂B1)
+ ∥p2 − p2(yk + ·)∥2L2(∂B1)

= ∥p2,k − p2(yk + ·)∥2L2(∂B1)
→ 0.

In particular, ∥p2 − p2(yk + ·)∥L2(∂B1) → 0, and it follows that dist(yk, {p2 = 0}∩ {xn+1 =
0}) → 0. □

The following auxiliary lemma plays a similar role to Lemma 3.2, but for the second
blow-up at anomalous quadratic points.

Lemma 4.6. Let u : B1× [−1, 1] → R be a solution to (1.2)-(1.4), let 0 ∈ Γa
2(u(·, 0)). Let

xk ∈ Γa
2 satisfy |xk| ≤ rk with rk ↓ 0 and tk := τ(xk) → 0. Assume that

w̃rk :=
w(rk·)

∥w(rk·)∥L2(∂B1)
⇀ q in H1

loc(Rn+1) for w := u(·, 0)− p2, yk :=
xk
rk

→ y∞,

where p2 is the blow-up of u(·, 0) at 0 and y∞ ̸= 0.
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Then, q(y∞) = 0.

Proof. Let us define vk := u(xk + rk·, tk)− p2(rk·) = v
(1)
k + v

(2)
k + v

(3)
k , where

v
(1)
k := u(xk + rk·, tk)− u(xk + rk·, 0),

v
(2)
k := u(xk + rk·, 0)− p2(xk + rk·),

v
(3)
k := p2(xk + rk·)− p2(rk·).

Observe that w̃rk ⇀ q, and ∥q(yk+·)∥L2(∂B1) ̸= 0 because q is homogeneous and nonzero
by Proposition 2.10. Therefore,

v
(2)
k

∥v(2)k ∥L2(∂B1)

=
wrk(yk + ·)

∥wrk(yk + ·)∥L2(∂B1)
=

w̃rk(yk + ·)
∥w̃rk(yk + ·)∥L2(∂B1)

⇀
q(y∞ + ·)

∥q(y∞ + ·)∥L2(∂B1)
,

weakly in H1
loc.

On the other hand, notice that the zero level set of a nonnegative homogeneous quadratic
polynomial coincides with the linear space of invariant directions. Let L := {p2 = 0} ∩
{xn+1 = 0}. Then, L is a linear subspace of dimension at most n − 1 because p2 ̸≡ 0 on
the thin space. Now, p2(y∞) = 0 by the second part of Lemma 4.5, and denoting zk the
orthogonal projections of yk onto L,

v
(3)
k

∥v(3)k ∥L2(∂B1)

=
p2(yk + ·)− p2

∥p2(yk + ·)− p2∥L2(∂B1)
=

p2(yk − zk + ·)− p2
∥p2(yk − zk + ·)− p2∥L2(∂B1)

⇀ ∇p2 · e,

weakly in H1
loc, up to a subsequence, because yk − zk → 0, and for some non-zero e ∈ L⊥.

We now divide the proof into three steps.
Step 1. We prove that

ṽk :=
vk

∥vk∥L2(∂B1)
⇀ Q in H1

loc(Rn+1)

for some Q with polynomial growth.
By Proposition 2.3 and the monotonicity of ϕ, there exist r0 > 0 and k0 ∈ N such that,

for M := ϕ(0+, u(·, 0)− p2) + 1, we have

ϕ(r, u(xk + ·, tk)− p2) ≤M ∀r ∈ (0, r0), ∀k ≥ k0

and equivalently

ϕ(r, ṽk) = ϕ(r, vk) ≤M ∀r ∈ (0, r0/rk), ∀k ≥ k0.

Applying Lemma 2.9 to vk, we obtain

H(R, ṽk) ≤ CR2M+1H(1, ṽk) = CR2M+1 ∀R ∈ [1, r0/rk), ∀k ≥ k0,

maybe with a smaller r0 > 0, and then ∥ṽk∥H1(BR) ≤ C(R).

By compactness, it follows that ṽk ⇀ Q in H1
loc(Rn+1), up to a subsequence.

Step 2. Observe that q is harmonic by Proposition 2.10. We now prove that Q is
harmonic as well and grows at most quadratically at the origin.

First, ∆ṽk ≤ 0 in B1/rk . Moreover, by [CSV20, Proposition 7.1],

∥u(xk + ρ·, tk)− p2,xk
(ρ·)∥L1(∂B1) ≤ ρ2ω(ρ),
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with ω(ρ) → 0 as ρ→ 0, and hence

∥u(xk + ρ·, tk)− p2,xk
(ρ·)∥L∞(B1) ≤ Cρ2ω(ρ).

Furthermore, for R ≥ 1, substituting ρ = Rrk ≤ 1,

∥u(xk + rk·, tk)− p2,xk
(rk·)∥L∞(BR) ≤ C(Rrk)

2ω(Rrk),

and for any x ∈ BR ∩ {u(xk + rkx, tk) = 0}, using that the polynomial is 2-homogeneous,

p2,xk
(x) ≤ CR2ω(Rrk) ⇒ p2(x) ≤ CR2ω(Rrk),

by Lemma 4.5.
Then, since p2 grows quadratically away from its zero set,

BR ∩ {u(xk + rk·, tk) = 0} ∩ {xn+1 = 0} ⊂{
y ∈ BR : dist(y, L) ≤ CR [ω(Rrk)]

1/2 } ∩ {xn+1 = 0},
and the right hand side tends to 0 as k → ∞ for any fixed R. This shows that

sup{dist(x, L) : x ∈ BR ∩ {u(xk + rk·, tk) = 0}} ∩ {xn+1 = 0} ↓ 0,

and it follows that the weak limit of the sequence of nonpositive measures ∆ṽk will be
supported on L.

Finally, since L is a linear space of at most dimension n − 1, given any test function
ξ ∈ C∞

c (Rn+1), it can be approximated in H1 norm by ξj → ξ that vanish on L. Hence,�
∇Q · ∇ξ = lim

j→∞

�
∇Q · ∇ξj = − lim

j→∞

�
ξj∆Q = 0,

and it follows that Q is harmonic. Observe, also, that by Lemma 2.9, given that xk ∈ Γ2,

H(ρ, vk) ≤ ρ4H(1, vk) ∀ρ ∈ (0, 1),

and hence in the limit ∥Q(ρ·)∥2L2(∂B1)
= H(ρ,Q) ≤ ρ4 for all ρ ∈ (0, 1), so Q is at most

quadratic at the origin.
Step 3. We finally prove that q(y∞) = 0.

First, let ε̂k := ∥v(1)k ∥L2(∂B1) + ∥v(2)k ∥L2(∂B1) + ∥v(3)k ∥L2(∂B1) and v̂k := vk/ε̂k. By Step 1

we have v̂k ⇀ Q̂ = aQ for some a ∈ [0, 1]. Moreover, by the first observations,

v
(2)
k /ε̂k ⇀ bq(y∞ + ·) := Q̂(2), v

(3)
k /ε̂k ⇀ c∇p2 · e := Q̂(3),

weakly in H1
loc, for some b, c ≥ 0.

Then, the following limit is well defined:

Q̂(1) := lim
k
v
(1)
k /ε̂k = lim

k
vk/ε̂k − lim

k
v
(2)
k /ε̂k − lim

k
v
(3)
k /ε̂k,

and it has a constant sign because all the v
(1)
k do. Since Q̂, Q̂(2) and Q̂(3) are harmonic,

Q̂(1) must be harmonic as well, and by the Liouville theorem, it must be constant. Hence,

Q̂ = C + bq(y∞ + ·) + c∇p2 · e,
and, by the definition of ε̂k,

C∥1∥L2(∂B1) + b∥q(y∞ + ·)∥L2(∂B1) + c∥∇p2 · e∥L2(∂B1) = 1.

If Q̂ ≡ 0, since q is quadratic, we would have b = 0. Then, since ∇p2 · e is linear, it
would follow that all the terms in the sum are zero, a contradiction.
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Therefore, Q̂ ̸≡ 0, i.e. a ̸= 0. SinceQ grows at most quadratically, b > 0 and∇Q(0) = 0.
Hence,

0 = y∞ · ∇Q̂(0) = by∞ · ∇q(y∞) + cy∞ · ∇(∇p2 · e)(0) = 2bq(y∞) + 0,

where we used that q is 2-homogeneous and y∞ ∈ {p2 = 0}, and it follows that q(y∞) = 0,
as required. □

Now we are ready to prove our dimensional bound on Γa
2.

Proof of Proposition 4.3. We need to prove that, for any β > n − 2, the set Γa
2 has zero

β-dimensional Hausdorff measure. Assume by contradiction that

Hβ(Γa
2) > 0.

Then, by the basic properties of Hausdorff measures (see [Fed69, 2.10.19(2)]) there exists
a point x0 ∈ Γa

2 (let us assume x0 = 0 without loss of generality), a sequence rk ↓ 0 and a
set A ⊂ B1, with Hβ(A) > 0, such that for every point y ∈ A, there is a sequence xk ∈ Γa

2

such that xk/rk → y.

Let w = u(·, 0)− p2, wr = w(r·) and w̃r = wr/H(1, wr)
1/2. Then, by assumption,

w̃rk ⇀ q in H1
loc

up to a subsequence, where q is a 2-homogeneous harmonic polynomial.
Furthermore, by Lemma 4.6 we have A ⊂ {q = 0}∩{p2 = 0}∩{xn+1 = 0}. Then, since

Hβ(A) > 0, with β > n−2, the only possibility is that dim({p2 = 0}∩{xn+1 = 0}) = n−1,
and that q ≡ 0 on {p2 = 0} ∩ {xn+1 = 0}. Hence, after a change of variables, we may
assume p2(x

′, 0) = x21, and therefore p2(x) = x21 − x2n+1, and q(x) = x1(a · x)− a1x
2
n+1.

Now, by the first part of Lemma 2.11,

0 =

�
∂B1

(x21 − x2n+1)(x1(a · x)− a1x
2
n+1) = a1

�
∂B1

(x21 − x2n+1)
2,

where we used that, for i > 1, x1xi is odd with respect to x1 and x21 − x2n+1 is even. It
follows that a1 = 0.

On the other hand, using the second part of Lemma 2.11, and letting p = C(x21 + x2i −
2x2n+1) + aix1xi with i > 1, and C > 0 large enough such that p(x′, 0) ≥ 0,

0 ≥
�
∂B1

(C(x21 + x2i − 2x2n+1) + aix1xi)(x1(a · x)) = a2i

�
∂B1

x21x
2
i ,

using again the odd and even symmetries of the terms involved. We conclude that ai = 0
for all i = 2, . . . , n. But then it follows that q ≡ 0, a contradiction. □

5. Cubic points

In this section, we improve the cleaning rate of the cubic points using a barrier argu-
ment combining [FRS20, Lemma 9.4] with Theorem 2.12 and the Hopf-type estimate in
Lemma 2.2.

Proposition 5.1. Let u : B1×[−1, 1] → R be a solution to (1.2)-(1.4), with 0 ∈ Γ3(u(·, 0)).
Then, there exist some r0, c0 > 0 such that, for all t ∈ (−1, 0],

{x ∈ Br0 : |x|2+γ < −c0t} ∩ Γ(u(·, t)) = ∅,
for some γ > 0 only depending on n.
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Proof. Let c0, γ > 0 to be chosen later. We will prove that there exists 0 < r0 <
1
8 such

that for all r ∈ (0, r0), and t with −c0t ≥ r2+γ ,

u(·, t) ≡ 0 on Br ∩ {xn+1 = 0},
and in particular there are no free boundary points there.

By Theorem 2.12 and Lemma 2.13,

∥r−3u(r·, 0)− p3∥L∞(B2) ≤ Crα, p3(x
′, xn+1) = |xn+1|(ax2n+1 − x′ ·Ax′),

with a ≥ 0 and A symmetric and nonnegative definite.
Let us then bound v(x) := r−3u(rx, t). By Lemma 2.2 (after reversing t) and the

previous estimates,

v(x) ≤ r−3u(rx, 0)− cr−3|t||rxn+1| ≤ a|xn+1|3 + Crα − C1r
γ |xn+1| in B2,

where C1 = c/c0. Now, given z
′ ∈ Rn with |z′| < 1, and δ ≥ 0, we introduce the barrier

ψz′,δ(x
′, xn+1) = −(n+ 1)x2n+1 + (x′ − z′)2 + δ.

Let z = (z′, 0), and let s = (Crα)1/2, which is smaller than 1 for sufficiently small r. We
will prove that v ≤ ψz′,δ in Bs(z). First, given x ∈ ∂Bs(z), using that (x

′−z′)2 = s2−x2n+1,
it suffices to see that

a|xn+1|3 + Crα − C1r
γ |xn+1| ≤ −(n+ 2)x2n+1 + s2 for |xn+1| ≤ s,

which after choosing s = (Crα)1/2 becomes

C1r
γ |xn+1| ≥ a|xn+1|3 + (n+ 2)x2n+1 for |xn+1| ≤ (Crα)1/2,

that is satisfied choosing γ = α/2 and a sufficiently large C1 (i.e., a sufficiently small c0).
Let us assume that there exists δ > 0 such that ψz′,δ touches v from above in Bs(z)

at x0. Observe that x0 ∈ Bs(z) because ψz′,δ > v on ∂Bs(z) for all positive δ. Now, if
x0 /∈ {xn+1 = 0, v = 0}, ∆v(x0) = 0 and ∆ψz′,δ = −2, we have a superharmonic function
touching a harmonic function from above, which is a contradiction. On the other hand, if
x0 belongs to the contact set,

0 = v(x0) = ψz′,δ(x0) = (x′0 − z′)2 + δ > 0,

a contradiction as well. Therefore, the only possibility is that v ≤ ψz′,δ in Bs(z) for all
δ > 0, and in particular v(z) ≤ 0.

Repeating the argument for all z ∈ B1 ∩ {xn+1 = 0}, we obtain that v ≡ 0 on B1 ∩
{xn+1 = 0}, which is the same as u(·, t) ≡ 0 on Br ∩ {xn+1 = 0}. □

6. Proof of Theorem 1.2

We take advantage of the following stratification of the degenerate set to compute our
estimates:

Deg = Γo
2 ∪ Γa

2 ∪ Γ3 ∪ Γ≥7/2 ∪ Γ∗.

We can now apply Proposition 2.15 to obtain generic dimensional estimates for all of
these sets.

Proposition 6.1. Let u : B1× [−1, 1] → R be a solution to (1.2)-(1.4). Let π2 : (x, t) 7→ t
be the standard projection. Then, there exist α, γ > 0, depending only on n, such that:

(a) If n = 1,
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• Γo
2 is discrete,

• Γa
2 = ∅,

• Γ3 = ∅,
• Γ≥7/2 is discrete,
• Γ∗ = ∅.

(b) If n = 2,
• dimH(π2(Γ

o
2)) ≤ 1/3,

• Γa
2 is discrete,

• dimH(π2(Γ3)) ≤ 1/(2 + γ),
• dimH(π2(Γ≥7/2)) ≤ 2/5,
• Γ∗ is discrete.

(c) If n = 3,
• dimH(π2(Γ

o
2)) ≤ 2/3,

• dimH(π2(Γ
a
2)) ≤ 1/2,

• dimH(π2(Γ3)) ≤ 2/(2 + γ),
• dimH(π2(Γ≥7/2)) ≤ 4/5,
• dimH(π2(Γ∗)) ≤ 1/(1 + α).

(d) If n ≥ 4, for H1-a.e. t ∈ [−1, 1],
• dimH(Γ

o
2(u(·, t))) ≤ n− 4,

• dimH(Γ
a
2(u(·, t))) ≤ n− 4,

• dimH(Γ3(u(·, t))) ≤ n− 3− γ,
• dimH(Γ≥7/2(u(·, t))) ≤ n− 7

2 ,
• dimH(Γ∗(u(·, t))) ≤ n− 3− α.

Proof. For each of the sets considered, we combine a total dimension estimate with a
cleaning result.

• For Γo
2, by Proposition 3.1(a), dimH(Γ

o
2) ≤ n− 1, and Γo

2 is discrete when n = 1.
By Proposition 4.1, for all x0 ∈ Γo

2 and for all ε > 0, there exist r0, c > 0 such
that

{x ∈ Br0 : |x− x0|3−ε < (t− τ(x0))} ∩ Γo
2 = ∅.

• For Γa
2, by Proposition 4.3, dimH(Γ

a
2) ≤ n− 2, Γa

2 is discrete when n = 2, and it
is empty when n = 1. By Proposition 2.7, for all x0 ∈ Γ2 and for all ε > 0, there
exist r0, c > 0 such that

{x ∈ Br0 : |x− x0|2−ε < (t− τ(x0))} ∩ Γ2 = ∅.

• For Γ3, by Proposition 3.1(a), dimH(Γ3) ≤ n− 1, and Γ3 is discrete when n = 1.
By Proposition 5.1, for all x0 ∈ Γ3, there exist r0, c > 0 such that

{x ∈ Br0 : |x− x0|2+γ < −c(t− τ(x0))} ∩ Γ3 = ∅,

and after changing t by −t, for all ε > 0 there exists r1 > 0 such that for all
r ∈ (0, r1),

Br(x0) ∩ {(x, t) : x ∈ Γ3(u(·, t))} = ∅
for all t > τ(x0) + c−1r2+γ ≥ τ(x0) + r2+γ−ε.

• For the set Γ≥7/2, by Proposition 3.1(a), dimH(Γ≥7/2) ≤ n − 1, and Γ≥7/2 is
discrete when n = 1. By Proposition 2.7, for all x0 ∈ Γ≥7/2 and for all ε > 0,
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there exists r0 > 0 such that

{x ∈ Br0 : |x− x0|5/2−ε < (t− τ(x0))} ∩ Γ≥7/2 = ∅.

• Finally, for Γ∗, by Proposition 3.1(b), dimH(Γ∗) ≤ n − 2, Γ∗ is discrete when
n = 2, and it is empty when n = 1. Then, thanks to [CSV20, Theorem 4], the
order of the points in Γ∗ is κ ≥ 2 + α for some dimensional α > 0. Applying
Proposition 2.7 as in the previous case, for all x0 ∈ Γ∗ and for all ε > 0, there
exists r0 > 0 such that

{x ∈ Br0 : |x− x0|1+α−ε < (t− τ(x0))} ∩ Γ∗ = ∅.

The conclusions follow now by Proposition 2.15. □

Finally, we can prove our main results.

Proof of Theorem 1.2. It is a direct consequence of Proposition 6.1. □

Proof of Conjecture 1.1. It is a direct consequence of Proposition 6.1. The smoothness of
the free boundary follows from [KPS15, DS16]. □
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